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Abstract

Recent advances in flash memory technology have greatly enhanced the capability of flash memory to address the
I/O bottleneck problem. Flash memory has exceptional 1/O performance compared to the hard disk drive (HDD).
The superiority of flash memory is especially visible when dealing with random read patterns. Even though the
cost of flash memory is higher than that of HDD storage, the popularity of flash memory is increasing at such a
pace that it is becoming a common addition to the average computer. Recently, flash memory has been made into
larger devices called solid state drives (SSD). Although these devices can offer capacities comparable to HDDs, they
are considerably more expensive per byte.

Our research aims to increase the I/O performance of database systems by using a small amount of flash memory
alongside HDD storage. The system uses a fully vertically-partitioned storage structure where each column is stored
separately on either the HDD or SSD. Our approach is to assign the columns into the SSD which will benefit the
most from the characteristics of flash memory. We prove this problem is NP-complete and propose an optimal
dynamic programming solution and a faster greedy heuristic solution.

A system simulator has been implemented and experiments show that the overall I/O costs can be greatly
reduced using only a limited amount of flash memory. The results show the greedy heuristic solution performed
similarly to the more expensive dynamic programming solution for the situations tested.

1 Introduction

Data collection is becoming increasingly popular these days. A wide range of software applications use databases to
store both current and historical data. As the amount of data stored in a database grows, the queries we perform on the
database become ever more complex. This, in turn, puts added stress onto the system and the hardware requirements
increase. Advances in CPU speeds far surpass advances made in hard disk drive (HDD) speeds. Therefore, 1/O
has become a bottleneck for database systems. The relatively slow I/O performance of HDDs is partly due to the
dependency of the mechanical read head, therefore, there is always a significant seek latency involved when accessing
data at different physical locations.

The popularity of flash memory has grown steadily in recent years with both USB flash drives and flash-based solid
state drives (SSD) becoming a common addition to the average computer system. In the remainder of this paper we
will use the term SSD and flash memory interchangeably. The advantage of flash memory is that it is a non-mechanical
technology, therefore the seek latency involved in accessing data is dramatically lower than HDD. Large capacity flash
memory is, however, still significantly more expensive than HDD, therefore storing large scale database systems purely



on flash memory can be extremely expensive. The aim of this research is to achieve enhanced I/O performance with
a database system which utilizes both flash memory and HDD storage. We do this by storing only a fraction of the
database on flash memory. To obtain the greatest performance possible, we will select the data whose access pattern
would benefit the most from being on flash memory. Splitting a database across HDD storage and flash memory is,
however, a non-trivial task as the hardware characteristics of flash memory are fundamentally different from those of
the standard HDD. Any flash memory storage software should be implemented with these differences in mind.

Most widespread database systems have been designed to use HDD storage. These systems, therefore, utilize the
HDD’s capability to overwrite data in-place when updating and to a great extent avoid random read access patterns
due to the significant seek latency involved. On flash memory this makes little sense and is far from optimal as in-place
writes are very expensive for flash memory and random read access is very cheap for flash memory.

The above has motivated a significant body of research on flash memory-based database systems [22, 16, 19, 31,
21, 28, 17, 14]. However, the previous work does not consider the use of a hybrid setup where flash memory and
HDD are used together. To our knowledge, the paper by Koltsidas et al.[18] is the only existing work on a hybrid
database for flash memory. However, their work disregards the presence of sequential data access and also assumes
the entire database can fit on flash memory. The cost of sequential access is much lower than random access for HDD
and therefore should play an important role in determining which data is placed on the HDD. In contrast to the work
by Koltsidas et. al.[18], we account for sequential data access as our database is designed for situations where only a
portion of the database fits on flash memory and we perform our partitioning in the context of a column instead of
row store.

In developing a HDD/flash memory hybrid system, we hope to capitalize on the advantages of both while avoiding
their disadvantages. The proposed system uses a fully vertically-partitioned storage structure. Each column of every
table is stored separately and as such, can be placed in either of the two drives. We seek to find the optimal partitioning
of the database in terms of columns across the two drives. Intuitively, a vertically-partitioned database can reduce I/0
by only loading the columns that are needed by the query. However, in some cases, a vertically-partitioned database
may lead to more disk seeks. For example, 3 attributes are required from 4 tuples of a table. In a non-vertically
partitioned database, this will incur at most 4 seeks since all the attributes of each tuple are stored together. However,
in a vertically-partitioned database, this may result in 12 seeks since each attribute of each tuple may be stored on a
different page. In such a situation, it would be advantageous to store the columns involved on the flash memory since
flash memory incurs very small seek latency. We thus take this factor into consideration when assigning columns to
drives.

We theoretically prove the drive assignment problem for columns is a NP-complete problem. We then develop a
dynamic programming solution which optimally partitions the database over HDD and flash memory. We also propose
a greedy solution to the partitioning problem. The partitioning is done while the system is offline.

We conduct a thorough experimental evaluation of the performance of the proposed algorithms. The results of
the experiments show that the overall I/O costs can be greatly reduced using only a limited amount of flash memory.
In addition, the experiments reveal the greedy solution offers similar I/O cost reduction compared to the dynamic
programming solution for the situations tested.

2 Background

This section provides a detailed description of the background information required to understand the problem being
studied in this paper. The first section will describe the characteristics of flash memory. The second section will
present some of the issues relating to software designed for this technology.



2.1 Flash Memory

Flash memory is non-volatile memory. In contrast to random access memory (RAM), once data is written to flash
memory it can not be updated simply by over-writing the same memory location. A characteristic of flash memory
is that a write operation must be preceded by an erase operation. The erase operation is expensive in terms of both
speed and energy consumption.

These erase operations differ from both read and write operations in more ways than one. Read and write operations
can be performed on small sections of flash memory (typically at byte level on NOR memory and in pages of 512-2,048
bytes on NAND). Erase operations, however, can only be performed on blocks of around 32-64 pages, called erase-units
(or blocks). Furthermore, erase operations can only be performed a limited number of times on each block before the
block becomes unstable and unusable; this is commonly called block-wear.

Flash memory does, however, provide many advantages including very high read speeds, low energy consumption,
amazing durability and complete silence with no moving parts.

2.1.1 NOR and NAND flash memory

There are two common types of flash memory. NOR flash memory allows for simple random access at byte granularity
through dedicated address and datalines. This has been shown to be particularly suitable for storing programs in
execute-in-place memory (XIP), meaning that programs stored in NOR flash can be executed directly, without the
need to copy them into RAM. NAND flash memory, on the other hand, does not have dedicated address lines and
thus only provides access at page granularity.

The lack of dedicated address lines has also allowed manufacturers to produce cheap, high-density, high-capacity
chips. As a result, NAND flash memory is growing in popularity and is seen as an attractive alternative to standard
magnetic hard disk storage.

This paper will be focused on NAND technology and unless otherwise stated, the term 'flash’ will herein implicitly
refer to NAND flash technology.

2.1.2 NAND Operational Characteristics

There are basic differences between NAND flash memory and magnetic hard disk drives.

Asymmetric read versus write cost Traditional magnetic hard disk drives have an almost identical cost for both
read and write operations. For flash memory, the write costs are typically higher than read costs. Table 1 [27]
gives a comparison of the read and write speeds of two typical HDDs and two SSDs. Due to the higher cost of
write operations, these should be avoided whenever possible.

Expensive in-place updates With hard disk drives, data can easily be overwritten by new data. On flash memory,
such in-place updates would require entire blocks to be erased, after which both updated data and unchanged
data residing in the same blocks would have to be re-written to the flash memory. Because of this, updates are
not made in-place. Rather, updated pages are written to a new location and the old pages are marked as invalid.
Figure 1 illustrates this process.

Limit number of erases Each block in flash memory has a limited lifespan in terms of the number of write/erase
cycles before it becomes unstable and unusable. Newer flash drives have increasingly higher life spans, enduring
up to 5 million write/erase cycles. Nevertheless, each erase operation slowly wears out the block. To maintain the
functionality of the blocks for as long as possible, page updates should be spread out evenly across all available
blocks. This is commonly called wear-leveling.
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Table 1: Table comparing speed of typical HDD and SSD
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Figure 1: Out-of-place update

2.1.3 Flash-based solid state drives

A solid state drive (SSD) is a non-mechanical storage device that emulates the standard HDD in size, shape and
interface. This makes it easy for the drive to be integrated into any system which would otherwise require a HDD.
There have been considerable advances in flash based SSD technology over the last few years, with faster and more
expensive drives showing great improvements in both speed and capacity. Intel, for example, has a flash-based SSD
delivering 250 MB/s read and BiITMICRO Networks has products with 1.6TB capacity [30]. The current high cost
means the top of the line drives are beyond the reach of most users. However, the lower range drives are becoming
more and more affordable and these can still outperform common HDDs in many situations.

2.2 Flash Software
2.2.1 Garbage Collection

With many out-of-place updates, the number of invalid pages increases rapidly while the amount of available free
space decreases. To address this, garbage collection is used to reclaim space occupied by invalid pages. Almost all
software that works on top of flash memory implements garbage collection to some extent.

An invalid page can only be reclaimed by erasing the entire block in which it resides. As there might be valid pages



also residing in the same block, there are two options when a block has been selected for erasure. The valid pages
can either be read to memory, the block can be erased and the valid pages written back to the block. Alternatively,
the valid pages can be transferred to another block with free space and then the block erasure can proceed. With the
prior option, a system failure after the block has been erased but before the valid pages have been written back to
the block would cause data to be lost. To ensure data integrity, the latter option is therefore preferred. As a result,
garbage collection must be performed while there are still a number of free blocks available.

A block containing only invalid pages can be erased without the additional copying overhead. On the other hand,
blocks containing only valid pages could be left out of the garbage collection procedure. The issue of wear leveling does
however arise when updates are not spread evenly across the blocks of flash memory. For example, some blocks never
have their pages updated, therefore they do not contain any invalid pages. With this in mind, the garbage collector
is occasionally given the added task of transferring valid pages to a new block from time to time [3, 32] - even though
this is not strictly garbage collection.

2.2.2 Flash Translation Layer

The most common file systems were written to run on a HDD. These file systems, therefore, have features to make
use of HDD’s sequential access architecture while also addressing HDD’s limitations such as seek latency. As the
characteristics of flash memory are so fundamentally different, these file systems do not work optimally on the media.
The Flash Translation Layer (FTL) [4, 5] is a technology designed to solve this problem.

FTL is a software layer between the file system and the flash memory hardware. FTL provides the file system
with an interface to the flash memory that is identical to that of the common HDD. As a result, common file systems
such as FAT, ATA or SATA can be used with flash memory. FTL performs updates out-of-place, garbage collection,
wear leveling and error detection transparent to the file system. This is done by mapping virtual addresses to physical
addresses. Although FTL addresses the need for wear leveling on flash memory, it does not address the issue of the
skewed read/write speed ratio.

2.2.3 Flash-based File Systems

One method of achieving a flash file system is to map a common file system on top of FTL, as mentioned in the
previous section. An alternative method is to build a custom file system directly on top of the flash hardware. These
include JFFS [3] (Journaling Flash File System), JEFS2 [32], and YAFFS [25] (Yet Another Flash File System) which
are log structured file systems. With these log structured file systems, all new and updated data are appended to a
log in a purely sequential fashion. This approach was originally proposed for HDD on which write speeds were greatly
improved while read performance suffered from added seek latency for reading data that is scattered across the disk.
This technique is, however, ideal for flash memory as updates have to be performed out-of-place and random access
reads do not suffer from high seek latency.

2.2.4 Flash Database Systems

As with traditional file systems, traditional database systems have been designed to maintain data on HDD storage.
One simple example of converting these databases to run on flash memory is to use them on top of the FTL. However,
this is not optimal because these databases are designed for hardware that can perform in-place updates cheaply
with a preference for sequential access compared to random access. They tend to update small fractions of many
pages rather than concentrating large updates to just a few pages. Take, for example, the product database of a
store. After every processed purchase, the in stock count of the purchased items is updated. This will result in many
pages being updated. Having such a database system on top of a flash translation layer will cause excessive garbage
collection which, in turn, will severely affect the performance of the system. Therefore, traditional databases need
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Figure 2: IPL on flash memory with 16 x 8K data pages per erase unit

to be redesigned in order to be flash memory friendly. We will survey the existing literature on flash-based database
systems in Section 3.

3 Related Work

This section will present a review of some of the existing work on flash memory databases and vertical partitioning in
databases to increase I/O performance.

3.1 Flash-based database systems

Much research has been conducted on different issues relating to database systems running on flash storage.

LGeDBMS, developed by Kim et al. [16], introduced the log structure to the flash-based database systems. This
was done following the lead of flash file system developers who had already discovered that this structure had its
advantages when used on flash memory [3, 32, 25]. When updates occur on a log structured file system, data itself
is not changed, rather updates are appended to a log. When reading data from the database, the updated data is
generated by merging its original form with any related updates found in the log. The major concern with the log
structure (originally intended to run on magnetic HDD) is the cost of the added read operations needed to read the
original data, followed by scanning the log for related updates. With flash memory however, this seems like an ideal
way to avoid expensive write operations. In doing so, sacrificing a few extra read operations which are relatively
inexpensive may be acceptable. One problem with this is that as the log grows very large, the cost of the number of
reads needed to scan the log overshadows the benefits of decreased write costs.

One alternative flash-based database system is the In-Page Logging (IPL) system [19]. They take an approach
closely related to the log structured file systems mentioned earlier. However, instead of keeping the log purely linear,
separate logs are kept in a log region at the end of each block/erase unit (see Figure 2 for an illustration). As flash
memory does not have seek latency on random write operations, there is no need to keep the log entries purely
sequential. This approach effectively increases read speeds, as searching sequentially through the entire log for related
updates is no longer necessary.

A pre-determined number of pages at the rear of each block/erase unit is reserved for the log of the remaining
pages in the block. As a result, the log does not grow out of control and each read operation needs only read the
requested page and the small log at the end of the same block. This does, on the other hand, introduce two issues:
firstly, at the block where the data is written often, the log might fill up quite easily; secondly, fixed size logs on every
block will be a waste of storage space on blocks that contain data that is never updated.

In the event of the log filling up, the specialized garbage collector is triggered. The garbage collector reads the entire
block to memory, merges the original data with its associated update entries in the log and consequently writes the
now up-to-date pages to an empty block. The long term cost of this operation on different workloads is not presented.
It is not hard to see, however, that only workloads where updates are evenly spread over the whole database will take
full advantage of the IPL approach. Workloads with high temporal locality or "hot data” which gets updated a lot
while other data does not get updated at all will suffer greatly from frequent merge operations needed in the garbage
collection as well as wasting a lot of storage space for logs on blocks that do not get updated.



It is clear that no single storage structure will work optimally for all storage hardware or all workloads. Addressing
this leaves us two options when developing a database system. The system must either have self-tuning capabilities
or the system should be set up to target a specific type of hardware and/or workload.

Nath and Kansal [22] identify the fact that none of the existing database systems will work optimally for all storage
hardware or all database workloads. With this in mind, they propose FlashDB; a system which uses a variation of
a B+-tree that integrates both the traditional storage structure (disk mode) and a log based storage structure (log
mode). FlashDB also features a self-tuning mechanism that dynamically decides which of the storage structures (or
modes) is optimal for each node. In this way, the data in nodes that are rarely queried but frequently updated can be
stored in log mode while nodes that are often queried are saved in disk mode.

Li et. al. [21] proposed the FD-tree which is write optimized for the flash disk. The design consists of a small
B+-tree that fits in RAM and multiple levels of sorted runs on flash disk. Index lookups may incur more disk reads
but this is offset by converting random writes to sequential ones through merges into the lower runs. Results show
the index outperform B+-tree variants on both update and search intensive workloads.

Shah et. al. [28] propose the use of the column-based storage layout for flash databases. Their idea is to convert
traditional sequential 1/O algorithms to ones that use a mixture of sequential and random I/O to process less data in
less time. To this end, they propose the RAndom Read Efficient Join (RARE-join) algorithm which is a hash-based
join algorithm that uses random reads to retrieve less data than hybrid hash joins. However, their work only applies
to binary joins and they did not implement their solution.

Tsirogiannis et al. [31] improved on [28] by proposing FlashJoin which performs pipelined multi-way joins. They
also use a column-based storage layout. The implementation described in the paper uses a hash-based join kernel that
employs the hybrid-hash join algorithm. However, their system allows any other join algorithm to be used instead.
They implemented their algorithm into PostgreSQL. The results show FlashJoin significantly reduces the amount of
memory and I/O needed for each join in the query. However, their work is solely focused on joins and therefore
does not consider database updates. Like FlashJoin, we also use a column-based storage layout. However, our work
contrasts with theirs in a number of important aspects. First, we consider updates and therefore attempt to reduce
write I/0. Second, we consider a hybrid setup in which the SSD may not fit all the columns. Third, we do not focus
on join algorithms.

He and Veeraraghavan [14] proposed a partitioning and caching algorithm for flash memory databases. They
partition database tuples into subtuples which are then cached at this fine grain. This reduces write I/O by allowing
the system to selectively assemble updated subtuples into an empty page and then flushing the entire page from RAM
when a page eviction is required from the buffer. The results showed the proposed system outperformed IPL[19] by
up to 40 fold. Our work differs from theirs by considering a hybrid setup in which the flash memory may not be large
enough to fit all the data. We focus on determining if columns should be stored on SSD or HDD, whereas their work
is focused on caching data at the fine sub-tuple grain.

Sang-Won Lee et. al.[20] examine the applicability and potential impact of flash memory as a secondary storage
device for different components of database systems. They performed an extensive set of experiments and found
flash memory can achieve an order of magnitude performance improvement for transaction processing compared to
hard disk drives for such activities as transaction logging, accessing data from rollback segments and temporary table
spaces. The aim of their work is fundamentally different from us. They measure the effect of replacing hard disk
drives with flash memory for different functions of databases and do not propose any new algorithms, in contrast we
propose partitioning algorithms to speed up databases using both flash memory and hard disks together.

Kim et. al.[17] recently proposed the page-differential logging approach to efficiently handle updates for flash
memory based databases. It improves over both traditional page-based and log-based approaches by only writing the
difference between the original page in flash memory and the up-to-date page in main memory and only computing
the page differential when the page needs to be flushed. The proposed method allows existing disk-based DBMSs to
be reused as flash-based DBMSs just by modifying the flash memory driver. The results show the proposed system
significantly outperforms existing page-based and log-based solutions. Our work contrasts from this in that we focus



on the speeding up databases using both flash memory and hard disk drives together.

Koltsidas and Viglas [18] proposed a dynamic self-tuning storage structure intended for systems with both HDD
and SSD available. They propose a system where each page is allocated space on both drives, but at any given time
a node resides only on one of the two drives. To determine which device is better suited for a given page at any
particular time, a family of algorithms is presented. Their work has three notable drawbacks. First, it assumes the
SSD drive can fit the entire database. Second, it does not distinguish between sequential and random data access.
The cost of sequential access is much lower than random access on hard disk drives, thus treating all access as random
access will result in more data being stored in the SSD rather than the hard disk. Third, it does not consider vertical
partitioning which has been shown to offer significant performance improvements in traditional hard disk databases.
In contrast, we propose a system that works with a limited SSD size, incorporates sequential data access costs and
uses vertical partitioning to achieve improved system performance.

3.2 Vertical partitioning

The idea of vertical partitioning was proposed in the early days of databases as a means to increase I/O performance.
Much work was done in the seventies and eighties exploring different approaches to find the optimal partitions. Hoffer
et. al. [15], Navathe et. al. [23, 24] and Cornell and Yu [9] all propose vertical partitioning algorithms that use
transactional affinity as the dominant criteria. The first three of the aforementioned do this by gathering statistics
on a representative workload to discover which attributes are commonly referenced together and the partitions are
derived from this information. Cornell and Yu, however, approached it as an integer programming optimization
problem, iteratively calculating the total workload cost of possible binary partitions.

AutoPart [26] is a more recent algorithm for database partitioning. Similar to the previously mentioned approaches,
it is also based on a representative workload. In some ways, its approach is the opposite to that of Cornell and Yu [9].
Autopart partitions the tables into atomic one attribute fragments, then iteratively examines the different fragment
combinations to find the combinations that will reduce the total cost of the representative workload. Experimental
evaluation of this algorithm shows improvements on resulting partitions of up to an order of magnitude. The algorithm
can also optionally create overlapping partitions which is shown to further increase the retrieval speeds at the cost of
additional storage requirements.

In 1985, Copeland and Khoshafian [8] made a detailed analysis of the attributes of a column-oriented storage
model in which a table is stored as a set of files containing (surrogate, attribute value) pairs. They advocate the
model, pointing out numerous benefits and challenging the general consensus that the row store model is far superior.
Workloads, where queries commonly contain only a fraction of a table’s attributes, can benefit greatly from the use
of a column-oriented model. The higher cost of accessing many different attributes is mainly due to hard disks’ seek
latency involved in accessing each column file separately. It is also noted that this latency could be avoided in the
future as RAM memory prices are on a steady decline. In the event that the workload is write intensive however,
the row oriented structure is highly preferable. Delete and insert operations are especially expensive on the column-
oriented structure as all column files will have to be altered separately. Insertion cost can, however, be amortized with
the use of an in-memory buffer.

As part of a recent renewed interest in the column-oriented storage model [6, 29, 2, 1], Harizopoulos et. al. [13]
re-analyze this model as a read-optimized storage structure. Based on analysis of the different storage structures alone,
column-oriented model makes better use of disk bandwidth in most circumstances but the row-oriented model is still
preferable for workloads with non-selective queries and/or narrow tuples. However, further optimizations proposed to
the column-oriented model (such as the ability to operate directly on compressed data [2] or vectorized processing [7])
give the column-oriented model added appeal which is not included in the analysis.

The recent column-oriented storage model mentioned above is C-Store [29]. C-Store is a read-optimized database
system that comes with a read-optimized column-oriented store (RS) and a separate write-optimized row-oriented
store (WS) to which all updates are initially added. A tuple mover then moves updated tuples from WS to RS in bulk.



C-Store can also store multiple copies of each column in separate sort orders to achieve higher retrieval performance.
With clever usage of compression and dense-packing of data, C-Store is able to provide a redundant schema in less
space than both a commercial row store product and a commercial column store product.

4 Problem Definition

Our goal is to minimize the overall I/O cost of running a given database workload on a system that uses two types
of storage devices (a magnetic disk HDD and a flash memory SSD). We will assume that the HDD storage capacity
is sufficient to hold the entire database while the available SSD storage capacity may be limited. This is a reasonable
assumption as most modern day computers are equipped with a high capacity HDD while the capacity of the average
SSD is still relatively small. The problem is thus: ”using a limited amount of flash memory and a HDD that can fit
the entire database, how best to reduce the overall I/O cost for processing a given workload on a given database”?

Database partitioning is already an extensive area of research. The hardware used to store each of the partitions
has, however, not been the primary issue. For the purpose of partitioning a database across distinct storage hardware,
the problem will differ to some extent depending on what partitioning method is used. We have made the decision
for the purpose of this dissertation to explore the use of a vertically-partitioned database. Extending the research to
explore other partitioning options could be done at a later stage.

For the database, we will be using a vertically-partitioned storage model fully decomposed into individual column
files. The use of this model has shown promising results in increasing I/O performance for HDD-only database systems.
Also, its main disadvantage, the added seek latency involved in data retrieval on HDD, will mainly affect the data on
the HDD as the seek latency of flash memory is much lower.

Keeping true to the column-oriented storage model, each column will be saved in a single file on one drive or the
other where possible. However, because the size of a database column is not constant, a column placed on the limited
capacity SSD may need to expand when there is no more room left. In this event, the column will be allocated space
on the HDD for consequent new records.

With this in mind, we will now give a more formal definition of the problem.

Given the following:

- the set of all columns of the database, C'.

- a sequence of requests R =< ry,79,73, ...,y >, where each request r; contains a request type [ Read / Scan/
Update / Insert / Delete | and the id(s) of the affected table/column(s) and tuple(s),

r; =< requesttype, tableid, columnid, tupleid >,

- a buffer replacement algorithm
- HDD and SSD specifications, i.e. the cost of each type of I/O operation.
- the maximum size of the RAM buffer

our goal is to find an algorithm that partitions the columns, C, into an HDD partition and an SSD partition such
that:

- the I/O cost of processing the sequence of requests, R, is minimized.

- the total size of the columns assigned to the SSD is less than the capacity of the SSD.
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Figure 3: System Overview

5 Methodology

5.1 System Overview

Our solution to the problem defined in the previous section can be viewed as two disjoint subsystems. The components
of the system and their interaction are illustrated in Figure 3. The two subsystems, the Offline Partitioning System
and the Online System, will be discussed in detail in the following sections.

In our solution the offline system is responsible for deciding which device (flash or HDD) each column of the database
should be placed in. Given partitions determined offline the online system runs the queries without migrating the
data. The online system also collects the workload statistics needed by the offline system. We reserve dynamic
partitioning (migrating columns between SSD and HDD online) as an area of future work. Therefore the majority of
the methodology section is devoted to explaining how the offline system determines which storage device each column
is placed in.

The Offline Partitioning System takes as input the database to be partitioned and workload statistics. The
algorithm then uses this information to allocate each column to one of the available storage options. The output of
this system is the set of column to drive mappings which would result in the optimal I/O performance when processing
a database workload with workload statistics similar to the given input. The system will then place the columns in
the assigned drives according to the drive mapping determined.

How often the offline partitioning algorithm is used would vary greatly depending on factors such as changes in
the workload, changes in the data tables, and the performance requirements in the specific environment.

5.2 Offline Partitioning System

The task of the offline system is to solve the partitioning problem defined in Section 4. First, we define the workload
statistics input for this subsystem. Second, we prove the problem is NP-complete and then we present two algorithms
for solving the problem. One solution is a dynamic programming algorithm that is suitable for most situations and
can guarantee finding the optimal solution. The second is a greedy heuristic algorithm that is faster and more suitable
if the database is especially large.
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5.2.1 Workload Statistics

Some knowledge of the database workload is needed in order to partition the database across the two drives. To obtain
accurate information on which requests will require disk I/O, it is not sufficient to consider the database transactions
alone. The buffering technique used by the system must also be considered, as not all read requests will incur a read
from disk. Furthermore, the offline partitioning system will consider the placement of each individual column and as
such, the information on these requests is required at column grain. In other words, the required workload statistics
should include the number of each different type of I/O requests incurred on each column.

Unfortunately, the fact that a database is a dynamic and ever changing entity complicates things. For example, a
column stored on the SSD may grow over time. As the SSD capacity is limited, this needs to be taken into consideration.
The proposed system will try not to split a column across two drives if it can be avoided. The expansion of columns is
dealt with by expanding the column file on the drive it was stored on when needed. However, if the column is stored
on the SSD and the SSD has reached full capacity, then subsequent column expansions are stored on the HDD. This
means a column which grows over time may be stored across both drives. In particular, added data (data that has
been added since the database was partitioned) may be stored on the HDD even if the column was assigned to the
SSD by the offline system. Since the added pages of a column may be on the HDD, whereas the original pages of the
column may be on the SSD, the cost of reading and writing to the added pages may be different from the original
pages. To address this, the system will require workload statistics on the number of each type of 1/O request incurred
on the original data and added data separately, for each column. The required workload statistics are listed here for
clarity. For each column w of the database, we will keep the following statistics:

e number of original pages read from index lookup (Ng;-(u) )

e number of pages read from index lookup for added pages (Ngir(u))

e number of column scans before any addition on the column (Npqs(u))

e number of column scans after the first addition to the column (Nyes(u))
e number of original pages read from column scan (N, (u))

e number of added pages read from column scan (N (u))

e number of writes to original pages (N (1))

e number of writes to added pages (Ngw(u))

Note our workload separates statistics of index lookups from column scans since index lookups are random accesses
whereas column scans are sequential accesses. The cost of random accesses differs significantly from sequential accesses
for the HDD as shown in Table 1.

5.2.2 NP-complete Proof

In this section, we prove that our partitioning problem is NP-complete by mapping the knapsack problem to the
partitioning problem. We first describe the knapsack problem and then show how it can be mapped to our problem.
Once this is done we can use solutions previously developed for the knapsack problem to solve our problem. In Section
5.2.3 we describe a dynamic programming solution which solves our NP-complete problem in pseudo-polynomial time.
Section 5.2.4 describes a greedy solution which produces less optimal results but is faster.

Proving a problem II is NP-complete can be done by showing the existence of a (polynomial) transform from a
known NP-complete problem IT’ to the problem at hand T : I’ = II.

The knapsack problem is a proven NP-complete problem. Given a set of items which individually have a value and
a physical size, the knapsack problem lies in finding the most valuable subset of items that will fit into a knapsack of

11



a specified size. Formally, this is defined as follows [11]:
INSTANCE: Finite set U, for each u € U a size s(u) € ZT and a value v(u) € Z*, and positive integers B and K.
QUESTION: Is there a subset U’ C U such that ) ., s(u) < B and such that ) . v(u) > K?

The partitioning problem lies in allocating each column of a database to one of two drives. If we instead consider
it as allocating a subset of the columns to the SSD, then intuitively, the partitioning problem would conform to the
definition of the knapsack problem. This would, in fact, be the same problem once we make the assumption that the
HDD capacity is sufficient to hold the entire database and thus only the SSD capacity is constrained.

We define the I/0O reduction resulting from placing column u into the SSD called I/OR(u). This definition is used
by our NP-complete proof. The definition of I/OR(u) is as follows:

I/OR(u) = costssp..;,.... (W) — costgpp, ., (W) (1)

where costssp, umn (W) is the I/O cost that the workload on column u would incur if the column was placed on the
SSD. It is defined as follows:

COStSSD prumn (W) = (Noir(w) + Nogr (1)) X (c08tssD, 0y + €OStsSD,0na) + (Nair () + Nasr(w)) X costupp
+(Nair(u) + NaCS(u)) X COStHDD, oo, + Now(“) X (COStSSDWue + COStSSDrand) +

+Naw(u) X (cOStHDD, 0r, + COSLHDD, i1, ) (2)

read

The workload variables used in the above equation are defined in Section 5.2.1. costsgp,.,, is the cost of a page
read on the SSD, costssp,,,... 1S the cost of a page write on the SSD and costssp is the cost of random access on
the SSD. costupp.,.., cOStapD,.., and costgpp,,..,. are the cost of a seek, page read and page write on the HDD,
respectively. Note the above equation is an overestimate of the actual cost since we assume all added data are written
into the HDD. However, when there is leftover space on the SSD, some added pages may be written onto the SSD, in
which case, this assumption would not be correct. However, typically the partitioning would maximize the use of the
SSD and hence the amount of space left on the SSD would be very small.

COStHDDyrumys (4) 1s the I/O cost that the workload on column u would incur if the column was placed on the
HDD. It is defined as follows:

rand

COSLHDD prymn (W) = (Noir(w) + Nair(u)) X (c0StHDD, 0, + COStHDD, 0a) + (Nosr(v) + Nasr(u)) X costupp, .. +
(NbCS(u) + Nac'é'(u)) X COSLHDD, oer, T (Now(u) + Naw(u)) X (COStHDDseek + COStHDDwT'ite) (3)

costgpp,.,, is the cost of reading a page from the HDD after seeking to the location of the page; the other variables
have the same definition as that of Equation 2. Note for both of the above equations, we assume writes are random
writes since these writes are resultant from page flushes when pages are evicted from the buffer.

Theorem 1 : The partitioning problem is NP-complete.
PROOF:

- Let II be the partitioning problem.
- Let I’ be the knapsack problem.

- The mapping T : II' = 11 is straightforward and can clearly be performed in polynomial time. U is the set of all
columns in the database, U’ is the set of columns which when placed on the SSD will result in the greatest overall
reduction in I/0 costs, s(u) is the size of column u and v(u) is computed using Equation 1.
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As we are dealing with an NP-complete problem, it may be difficult to find an optimal solution. However,
dynamic programming solutions exist which make it possible to solve a knapsack problem in pseudo-polynomial
time. Furthermore, the number of columns in a database tends to be limited in most cases. Therefore, a dynamic
programming algorithm would, in such cases, find the optimal solution within an acceptable time frame. Nonetheless,
we propose two different algorithms: a dynamic programming algorithm and a greedy heuristic approach. The latter
would be used in the event that finding a fast solution is of higher importance than finding the optimal solution. Both
approaches are described in the subsequent sections.

5.2.3 Dynamic Programming Partitioning

In this section we describe how our partitioning problem can be solved using dynamic programming. We first give an
intuitive description of the solution. The idea is to divide and conquer. First, break the problem into the smallest
possible sub-problem and then solve that small problem. Next, use the solutions to the smallest problem to construct
the answer for the next largest problem. This process is repeated until the entire problem is solved. In this context
our problem of determining the best location for the database columns can be solved as follows. First limit the SSD
capacity to size 1 page and then place into that very small SSD the set of columns which will result in lowest overall
I/0 costs for our given workload. In most cases the solution will be zero columns since typically all columns will be
greater than 1 page in size. Next do the same but with a SSD capacity of 2 pages. This is repeatedly done until we
reach the actual SSD capacity of the device. The reason we progressively solve the problem from smallest to largest
SSD capacity is that when solving the larger SSD capacity problems we can use the solutions for smaller SSD capacities
to help us. For example suppose we want to find the optimal solution that includes column C; when the SSD capacity
is k. The solution must be the optimal set of columns for the smaller problem of SSD with capacity k — size(Col;)
plus column Col;. Note the solution for SSD capacity k — size(Col;) can not include Col;. This is how we iteratively
build the solution to the problem. The remainder of the section provides a more detailed description of the algorithm.

The algorithm we use to solve the knapsack problem is shown in Algorithm 1 adapted from [12]. The input to
this algorithm is the set of all columns C' and the SSD specifications of the SSD and the result is the columns to
put on HDD Cypp and a set of columns to put on the SSD Cggp which will give the optimal performance. The
algorithm will first construct a table of the optimal solution to all possible sub-problems of this partitioning problem,
that is, a table with the optimal benefit which can be achieved by using any smaller SSD capacity 0 < d < Size(SSD)
considering only the first j columns in C' where 0 < j < n.

To make the following description as short and concise as possible, we will first define a couple of keywords. Let
SP(j,d) be the sub-problem where only the first j elements are considered and the SSD capacity is d. Additionally,
Opt(j,d) is the benefit of the optimal solution to SP(j,d) and Included(j,d) — true, false indicates whether or not
column ¢; is included in the optimal solution to SP(j,d). Now the algorithm starts by indicating the obvious, the
optimal benefit when considering 0 columns with any capacity d is 0 (Lines 1 to 3), next consider one additional
column ¢; at a time. Obviously, if the capacity d < Size(c;), then ¢; will not be part of the optimal solution to
SP(j,d) and Opt(j,d) is unchanged from Opt(j — 1, d) (Lines 5-7). For each d > Size(c;), we consider whether or not
¢; should be put on SSD or left on the HDD. ¢; will be included in the solution to SP(j,d) if and only if the optimal
solution of SP(j —1,d) is smaller than SP(j,d — Size(c;)) + Value(c;) (Lines 4 - 17). Note the value for each column
refers to the reduction in I/O costs resulting from placing the column on the SSD instead of HDD as specified by
Equation 1. Now the table of all the optimal benefit values for each sub-problem is complete including the optimal
benefit value for the complete problem. However, only the optimal benefit is known, not the set of columns included.
Note Included(j,d) only shows whether ¢; was a part of the solution to SP(j,d), not the optimal solution for the
complete problem. To assemble the solution set, the algorithm will go through the table backwards. At each step, if
Opt(j,d) = Opt(j — 1,d), then ¢; is clearly not part of the solution and ¢; is added to Crpp and then SP(j —1,d) is
revisited. However, if Opt(j — 1,d — Size(c;)) + Value(c;) > Opt(j — 1,d) then ¢; is included and added to Cssp.
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Algorithm 1: Dynamic Programming Partitioning Algorithm

Input : C: the set of columns, SSD
Output: Csgp : the set of columns to be put on the SSD,
Cypp : the set of columns to be put on the HDD

1 for d =0 to Capacity(SSD) do

2 | Opt(0,d) +—0

3 end

4 for j =110 |C| do

5 for d =0 to Size(c;) — 1 do

6 | Opt(j,d) «— Opt(j — 1,d)

7 end

8 for d = Size(c;) to Capacity(SSD) do

9 if Opt(j —1,d — Size(c;)) + Value(c;) > Opt(j — 1,d) then
10 Opt(j,d) «— Opt(j — 1,d — Size(c;)) + Value(c;)
11 Included(j,d) «— true
12 else
13 Opt(j,d) +— Opt(j — 1,d)
14 Included(j,d) +— false
15 end
16 end
17 end
18 j «— |C]

19 d <— Capacity(SSD)
20 while j > 0 do

21 if Included(j,d) then
22 Add ¢; to Cssp
23 d +— d — Size(c;)
24 else

25 ‘ Add ¢; to Cssp
26 end

27 | je—j—1

28 end
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In this small scale example adapted from [12], we have an SSD capacity of 9 and 7 columns with the benefit values
and sizes listed in Table 2.

C; C1 Co C3 Cq4 Cs Cg Cr
value(c;) | 6 5 8 9 6 7 3
size(c;) 2 3 6 7 5 9 4
valuele) '3 167 133 129 1.2 078 0.75

size(c;)

Table 2: A small scale partitioning example

The table of the optimal benefits for each sub-problem that the dynamic programming algorithm would generate
for this example is displayed in Table 3 and the values shown in bold indicate the sub-problems revisited to determine
where the columns are assigned. Note that the optimal solution is storing ¢; and ¢4 on the SSD with a total benefit
of 15.

dflo 1 2 3 4 5 6 7
0 ]0 0 0 0 0 0 0 0
1 /00 0 0 0O O 0 O
2 /0 6 6 6 6 6 6 6
3 /06 6 6 6 6 6 6
4 /06 6 6 6 6 6 6
5 |0 6 11 11 11 11 11 11
6 |0 6 11 11 11 11 11 11
7 o 6 11 11 11 12 12 12
8 |0 6 11 14 14 14 14 14
9 |0 6 11 14 15 15 15 15

Table 3: Optimal solution benefits Opt(j, d) computed by Algorithm 1

5.2.4 Greedy Partitioning

The partitioning problem is about getting the best value from a limited capacity SSD. Intuitively, one might be inclined
to choose the columns with the highest value-to-size ratio and repeatedly select the column with the best value to
size ratio from the remaining columns, the reason being that we want to squeeze as much value into a confined space
as possible and the elements with the highest value-to-size ratio have the most compressed value. Note the value for
each column refers to the reduction in I/O costs resulting from placing the column on the SSD instead of HDD as
specified by Equation 1. The greedy partitioning algorithm (Algorithm 2) does just that. The columns are first sorted
in descending order according to their value to size ratio i.e.

Value(c1) Value(cz) > > Value(cy,)
Size(c1) = Size(cz) = 70 = Size(cn)

The algorithm will then consider each column in order, storing the column on SSD if there is still room for it,
otherwise the column is stored on HDD.

Now we revisit the small scale example from before. For clarity, the columns have already been sorted by descending
value to size ratio. The greedy partitioning algorithm will store columns ¢y, ¢o, and ¢7 on the SSD and thus, get a
total value of 14. The optimal solution would, however, be selecting columns ¢; and ¢4 and thereby obtaining a total
value of 15. If obtaining this suboptimal solution is not acceptable, then dynamic programming partitioning would be
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Algorithm 2: Greedy Partitioning Algorithm

Input : C': the set of columns, SSD
Output: Csgp : the set of columns to be put on the SSD,
Cupp : the set of columns to be put on the HDD

1 Sort C in descending order of value to size ratio

2 FreeSpace(SSD) «— Capacity(SSD)

3 foreach c € C do

4 if Size(c) < FreeSpace(SSD) then

5 Add ¢ to Cggp

6 FreeSpace(SSD) <— FreeSpace(SSD) — Size(c)
7 else

8

9

‘ Add ¢ to Cgpp
end

10 end

chosen. However, the dynamic programming approach has a runtime complexity of O(nC) where n is the number of
columns and C' is the capacity of the SSD in terms of number of pages. Therefore, in the case where the SSD is very
large, the greedy algorithm which has a complexity of O(nlogn) where n is the number of columns is faster.

5.3 Online System

The online system processes queries with the added awareness of the dual storage device environment that we are
addressing. It consists of a query processor which handles database queries that address tables, columns and records.
The query processor handles these by looking up the location of the needed columns and recording it in the offline
provided column-to-disk mapping and sending the appropriate I/O requests to the buffer system. The buffer system
will translate the requests to the HDD at the page grain and check if the page is in memory or if it needs to be loaded
from disk. If necessary, the buffer system will then send I/O requests to the hardware. Additionally, this system has
a statistics collection module with which both the query processor and the buffer system interact. Both the query
processor and the buffer system need to pass on information about the request to acquire the workload statistics
mentioned in Section 5.2.1. The query processor will notify the statistics collection module of which tables, columns
and/or records are requested and the buffer system will send notifications on which drive I/O requests are incurred
(if any).

6 Experimental Setup

This section will describe the environment which was setup to test and evaluate the performance of the proposed
system. First, the simulator will be described, then the chosen benchmark will be briefly described and finally, the
algorithms in the experimental setup will be described.

6.1 Simulation Setup

The experiments were conducted on a system that simulated HDD and SSD drives. The specifications of the simulated
drives were set according to the parameters in Table 4 [27]. Unless otherwise specified, the simulated HDD and SSD
were setup to simulate the specifications of the average HDD and the average SSD. With the system simulator, it was
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Figure 4: Online System Overview

possible to simulate the system as if it was running on a variety of hardware combinations. The parameters that were
varied in the experiments described in the next section were disk capacities, RAM buffer size and disk I/O costs to
match different hardware.

6.2 Benchmark

The workload that was tested on the system was generated according to the TPC-C benchmark [10]. This benchmark
is a popular means of comparing the performance of database systems designed for on-line transaction processing.
TPC-C has been designed to represent a typical workload of a standard OLTP database system.

We generate a workload and then use the first half of the transactions for offline partitioning and the remainder
are used as the online workload.

6.3 Algorithm Setup

Each of our experiments compared the performance of four algorithms. These four algorithms are described as follows:

Dynamic Programming Partitioning. This algorithm is described in detail in Section 5.2.3. Here, each column
is mapped to one of the two storage options in such a way that the overall I/O cost of running a workload which
has the given statistics is minimized. The algorithm finds the optimal solution according to the cost formula.

Greedy Partitioning. This algorithm is described in detail in Section 5.2.4. This algorithm uses a greedy heuristic
to try to find a solution which also minimizes the overall I/O cost similar to the dynamic partitioning algorithm.
The solution is not, however, guaranteed to be optimal in this algorithm. This algorithm is included to show that
the overall I/O cost can still be reduced in the situation when finding the optimal solution using the dynamic
programming algorithm is too costly. Refer to Section 5.2.4 for the full details.
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’ Parameter \ Default Value \ Varied ‘

HDD Random Access Latency 12.2ms Yes
HDD Read Rate 85.0MB/s Yes

HDD Write Rate 85.0MB Yes

HDD Page Size 4KB No

SSD Random Access Latency 0.11ms Yes
SSD Read Rate 68.1 MB/s Yes

SSD Write Rate 47.3 MB/s Yes

SSD Page Size 4KB No

SSD Capacity 20% of DB Yes

Buffer Capacity 5% of DB Yes
Number of Transactions | 2500 | Yes

Table 4: Default Simulation Parameters

HDD Only. This algorithm simply allocates all columns to the HDD. This algorithm is included as a comparison
showing the I/O cost that a given workload would incur if the system only had HDD storage.

SSD Only. This algorithm simply allocates all columns to the SSD, simulating an SSD-only system. This algorithm
would intuitively be expected to produce better results than all the other algorithms. However, it is important
to keep in mind that this requires a large SSD that fits all the data which has a high monetary cost.

6.4 Computing Platform

The software platform we used was cygwin running on windows XP. The hardware platform used was an Intel Celeron
laptop with 256 KB level 2 cache and 1.25 GB RAM and a 60 GB of HDD.

7 Experimental results

To evaluate the system, four experiments were conducted to compare the different algorithms in a variety of settings.
The first experiment reported the results when the SSD size was varied. The second experiment varied the buffer
capacity. The third experiment compared the algorithms when different SSD and HDD devices were used. Finally,
the fourth experiment measured the time used by both the dynamic programming and greedy algorithms to partition
the database.

7.1 Varying SSD Capacity Experiment

The aim of this experiment is to compare the benchmark results of the system running on varying SSD capacities.
Figure 5 summarizes the results of the experiment in terms of the total execution time. As shown on the graph, both
the optimized dynamic programming partitioning and the greedy partitioning provide significant reductions in overall
I/0O costs with a small SSD. For example, with only 20% of the database stored on the SSD, the resulting overall
reduction was around 70% compared to a system with HDD only. As a comparison, we can also note that the cost
reduction if the entire database is stored on SSD would be more than 90%. For this, however, we would need an SSD
of sufficient capacity to hold the entire database and that could be costly.
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We can also note that both of our algorithms provide very similar results. The greedy approach is not guaranteed
to provide optimal results in all circumstances. However, databases usually tend to contain small width columns (eg.
primary indexes on columns such as student number) which are accessed most frequently and hence, have the highest
cost. This makes it straightforward for the greedy algorithm to decide to place these small width columns with high
costs onto the SSD. This placement decision causes the greedy algorithm to achieve near optimal performance.
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Figure 5: Total time results for the varying SSD capacity experiment

Figure 6 shows the results for the random access latencies of the HDD and SSD when SSD capacity is varied. Note
the results for HDD access latency and total time (Figure 5) are very similar since HDD random access time is so
high it dwarfs all other costs. When comparing the SSD random access latency, Dynamic Programming incurs slightly
higher costs than Greedy since it is able to more fully utilize the SSD.

Figure 7 shows the results for the read time of the HDD and SSD when SSD capacity is varied. The results show
very similar trends compared to random access latency results.

Figure 8 shows the results for the write time of HDD and SSD when SSD capacity is varied. The results show
that when a small amount of SSD becomes available, Dynamic Programming and Greedy algorithms shift most of
the writes onto the SSD. The reason is the columns that get the most writes are also the ones that get the most
random reads and therefore those columns are moved onto the SSD to save random read costs. The random read costs
overrides the writes costs when considering which drive to place the columns in because in our benchmark there are
much more reads compared to writes.

7.2 Varying Buffer Capacity Experiment

The second experiment was conducted to analyze the benefit of the system when the buffer capacity is varied. The
SSD capacity for this experiment was set to 20% of the database size. Figure 9 summarizes the total time results of the
experiment. We note that not surprisingly, the benefit of our algorithm is minimized when the buffer is large enough
to hold all the referenced pages. However, when the buffer size is small, our algorithms offer significant performance
improvement over HDD only, the reason being that a larger buffer effectively minimizes the disk I/O operations needed.

It is important to note that in these experiments, our algorithms were only allowed to place 20% of the database
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on the SSD. Despite this fact, our algorithms are still able to outperform HDD-only, for a large range of the results
(buffer sizes between 0% and 60% of database size). This shows that it is beneficial to use a hybrid setup, even when
RAM size is relatively large.
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Figure 9: Total time results for the varying buffer capacity experiment

Figure 10 shows the results for the random access latencies of the HDD and SSD when buffer capacity is varied.
The results again show the random access latency of the HDD is the dominate cost since these costs are almost the
same as the total time results.

Figure 11 shows the results for read time of the HDD and SSD when buffer capacity is varied. The results show that
when buffer size is zero the SSD read costs is higher than the HDD read costs for Greedy and Dynamic Programming.
This is caused by a large portion of the frequently read columns being placed on the SSD. The frequently accessed
columns are cache resident most of the time when the buffer size is greater than zero. Hence the SSD read costs are
only high when the buffer size is zero.

Figure 12 shows the results for write time of the HDD and SSD when buffer capacity is varied. Again it can be
seen that Dynamic Programming and Greedy are very effective at placing the frequently written pages on the SSD.
This is again because the frequently read pages are also the frequently written pages and are thus the columns the
algorithms placed on the SSD.

7.3 Varying Hardware Specifications Experiment

The third experiment was conducted to see how the system perform using different hardware. We simulated the system
running on average and good hardware. The HDD representing the average and good HDD were the WD Caviar and
the WD VelociRaptor respectively. The SSDs representing the average and good SSD were SanDisk SSD and Mtron
Flash SSD respectively. The hardware specifications of these are listed in Table 1 in Section 2. The default buffer and
SSD capacities were used. The configurations used are defined as follows:

Avg-Avg The system was simulated using an average speed HDD and an average speed SSD.

Avg-Good The system was simulated using an average speed HDD and a fast SSD.
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HDD and SSD read time results for the varying buffer capacity experiment
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Figure 12: HDD and SSD write time results for the varying buffer capacity experiment
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Good-Avg The system was simulated using a fast HDD and an average speed SSD.

Good-Good The system was simulated using a fast HDD and a fast SSD.

The results are shown on Table 5. The table shows the time spent on each of the following operations: random
access latency on HDD; reads on HDD; writes on HDD; random access latency on SSD; reads on SSD; writes on SSD;
and total time.

It is clear that the HDD random access cost is always the dominant factor and the difference between a decent
non-expensive SSD and a high cost SSD is not noticeable when HDD is also used. The reason for this is that the
random access cost difference between the average and good SSD is small (similarly between the average and good
HDD). However, the random access cost difference across drive types is large.

’ Metric \ Avg-Avg \ Avg-Good \ Good-Avg \ Good-Good ‘
HDD random access latency(sec) 805.4 805.4 528.2 528.2
HDD read (sec) 2.9 2.9 3.3 3.3
HDD write (sec) 0.14 0.14 0.16 0.16
SSD random access latency (sec) 151.7 137.9 151.7 137.9
SSD read (sec) 7.9 5.7 7.9 5.7
SSD write (sec) 3.5 2.2 3.5 2.2
y Total (sec) | 971574 | 9543 | 6947 | 6775 |

Table 5: Varying hardware specifications results

7.4 Partitioning time

In this experiment we measured the time that the Dynamic Programming and Greedy algorithms to partition the
database. Although the partitioning is done offline we still want to keep the time to be within acceptable limits. The
parameter settings used were all the default settings described in Table 4. Both the Dynamic Programming and the
Greedy algorithms took less than 1 minute to partition the data. Since this is done offline, it is a very acceptable
time. The reason that both algorithms are so fast is that they both have low computational complexity. The Greedy
algorithm has a complexity of O(n log n) and Dynamic Programming has a complexity of O(n ¢). Where n is the
number of columns in the database and ¢ is capacity of the SSD.

8 Conclusion

Our aim was to develop a database system to run on systems which have both HDD and SSD storage available, a
system which could achieve enhanced I/O performance by using a limited amount of flash memory. We achieved this
by vertically partitioning the database across the two drives. The partitioning problem was mapped to the knapsack
problem which is a known NP-complete problem. To solve the problem, we implemented both a dynamic programming
algorithm which would always produce an optimal solution and a greedy heuristic solution.

We experimentally tested both algorithms. The results showed that the partitioning algorithms proposed signif-
icantly outperformed HDD-only, using only a small amount of flash memory for a variety of situations. Among the
dynamic programming and greedy variations of the partitioning algorithms, the results were similar.

For future work, we will explore online partitioning. This is important since workload usage patterns often change
with time and an offline approach, such as the one proposed by this paper would not be able to adapt to the changes
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in a timely manner. In contrast, an online partitioning algorithm will be able to more quickly adapt to changing
access patterns. A variation of the proposed greedy algorithm would be more suitable for such a setting. Also, the
system could include a more customized buffering method. Research in flash memory aware buffering has been done
in parallel to our research[14]. Lastly a more thorough exploration of the performance of the proposed algorithms with
different benchmarks is an area of future work.
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