A dimensionality reduction algorithm and its application for interactive visualization
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Abstract

Visualization is one of the most effective methods for analyzing how high-dimensional data are distributed. Dimensionality reduction techniques, such as PCA, can be used to map high dimensional data to a two- or three-dimensional space. In this paper, we propose an algorithm called HyperMap that can be effectively applied to visualization. Our algorithm can be seen as a generalization of FastMap. It preserves its linear computation complexity, and overcomes several main shortcomings, especially in visualization. Since there are more than two pivot objects in each axis of a target space, more distance information needs to be preserved in each dimension. Then in visualization, the number of pivot objects can go beyond the limitation of six (2-pivot objects × 3-dimensions). Our HyperMap algorithm also gives more flexibility to the target space, such that the data distribution can be observed from various viewpoints. Its effectiveness is confirmed by empirical evaluations on both real and synthetic datasets.
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1. Introduction

To help users understand and analyze datasets, visualization is a widely used technique [1]. From the visual data distribution, experts could find their clusters of interest with their professional knowledge. However, it is difficult to map high-dimensional data to two- or three-dimensional space while preserving the distance information. Many methods of dimensionality reduction have been proposed. Principle component analysis (PCA) [2] is a classical method, but with high dimensionality, it normally fails to select “good” axes in which the variance of coordinates is much larger than others. Many other visualization algorithms have been proposed, such as, Visdb [3,4], OPTICS [5], MDS [6], LLE [7] and Isomap [8]. However, the data distribution in the target space created by these algorithms only gives one form of representation. An expert then could only analyze the data distribution from this only one representation available in the target space; there is no room for users to change their viewpoints. And because there is a significant loss of information during the mapping onto a two- or three-dimensional space, it is difficult for all the clusters to be recognized in only one distribution in the target space.

In this paper, we focus on visualizing high-dimensional data in a two- or three-dimensional space, as well as in the simplest case of one-dimensional space. We introduce a parametric approach which allows users to interactively adjust their viewpoints in the original space and observe the changes in data distribution. Our parametric approach is developed on top of a novel mapping algorithm called HyperMap, which we also propose in this paper. The motivation of our work comes from an ideal situation where we could discover a way to prevent information loss during the dimensionality reduction process while data points are located in two- or three-dimensional space. Although these two conditions seem conflicting, HyperMap can alleviate them by adopting our concept of hyperaxis.

On a Euclidean space, a coordinate value of a data point on an axis can be viewed as the distance between its projection on the axis and the origin of the axis. Its sign is determined by observing its projection if it lies on the same side of the axis’ direction. We augment this approach in a way that if an axis is extended from a line to a hyperplane, any high-dimensional space can be represented by two- or three-dimensional space, consisting of our so-called hyperaxes. If the total number of hyperaxes is equal to the dimensionality of the original space, there will be no distance information loss. The number of dimensions of the hyperaxes can in fact be arbitrary, and are user-defined parameters in this paper. The coordinates can also be calculated from projections of data points in the hyperaxes. The predominant aim of this paper is to propose a method to compute coordinates in a new space. We will give the detailed explanation in later sections.

As a special case when all hyperaxes are one dimensional (a line), HyperMap is identical to FastMap algorithm [9]. In other words, HyperMap is a generalization of FastMap. In FastMap, two pivot objects are extracted one at a time to determine an axis. The axis of target space is then constructed dimension by dimension. However, FastMap suffers from two main drawbacks. Firstly, every pivot object is crucial for differentiating the data in the target space, such that a bad pivot object selection may lead to poor clustering quality. Secondly, the target space has only one form of representation, in which users cannot interactively observe the distribution of data in the visual space. In contrast to FastMap, an axis in HyperMap consists of $k$ ($\geq 2$) pivot objects, which can be represented by $(k-1)$-dimensional hyperaxes. The parametric approach developed on top of HyperMap, allows
users to interactively observe the data distribution in two- or three-dimensional space. Similar to FastMap, HyperMap also selects pivot objects in linear time. Our research achievements, detailed in this paper, are given below:

- We define a hyperaxis and a coordinate of hyperaxis, which helps to overcome the limitation of Euclidean space that an axis is only represented as a line. In our approach, an axis can be represented as a line, a plane, or a hyperplane.
- By introducing relative coordinates, we derive a formula that converts coordinates from an original space to a target space.
- We develop an interactive technique that allows users to change their viewpoints by tuning the weight associated with each hyperaxis. By varying the weights, users can interactively see the data distribution from different viewpoints.

The rest of the paper is organized as follows. Section 2 addresses definitions and preliminaries. Section 3 outlines our parametric approach. The analysis of HyperMap is demonstrated in Section 4. We conclude the paper in Section 5.

2. Preliminaries

Most of the datasets can be viewed as cluster data, such as web documents and genomic data. In order to effectively understand a specific web document, it is desirable to know what cluster it belongs to. The number of keywords in a document is usually large and the documents, therefore, correspond to points in a very high-dimensional space. Visualization is the representation of the documents as data points in two- or three-dimensional space. For a new-coming web document, we also map it as a data point in the two- or three-space so that we can subsequently determine which cluster it belongs to. The crucial problem is how to reduce the dimensionality without much loss of distance between two arbitrary data points. Dimension reduction has been well-studied until recently. The HyperMap is the first algorithm to give flexible target space. Here, we give an example to explain our visualization method; HyperMap. Principle components analysis (PCA) is a widely used dimension reduction method. However, it is limited by a fixed target space. In our investigation, we will demonstrate its ineffectiveness in visualization using a synthetic dataset.

Fig. 1 shows the two-dimensional target spaces for 10-dimensional datasets that comprise five clusters: each cluster has 100 records. The two axes of the target space are represented by the first and second components, respectively. Only the fifth cluster is separated from the other four clusters. When the first and third components are selected as the axes of target space, as shown in Fig. 2, the fourth cluster can be found. By selecting different components, the clusters can be separated from each other. However, it will make the process of visualization very laborious for the following reasons:

- We have no knowledge about the quality of components and as a result, it is difficult to determine whether they are “good” and “bad”.
- As combinations of components for building a target space are numerous, enumeration of all possible combinations is impracticable. For example, 20-dimensional datasets have 20 components; the combination of two- and three-dimensional target spaces are 190 and 1140, respectively.
HyperMap provides only ONE target space, but users can change their viewpoints to get different data distribution and subsequently find the clusters. This differentiates HyperMap from other proposed visualization methods.

Fig. 1. Visualization of 2-D target space. Axes 1 and 2 are the first and second components of the dataset.

Fig. 2. Visualisation of 2-D target space. Axes 1 and 2 are the first and third components of the dataset.
The term “hyperplane” is usually used for classification [10]. It means an \((n/C0/C1)\)-dimensional subspace of an \(n\)-dimensional space: \(\{x \in \mathbb{R}^n, x \cdot a = b\}\), where \(\cdot\) represents Euclidean inner product and \(a, b\) are constants. In this paper, “hyperplane” is extended to \(k\)-dimensional subspace in an \(n\)-dimensional space, where \(k\) is an integer from 1 to \(n-1\). Table 1 summarizes the notations and symbols used in this paper.

The algorithm of HyperMap is used to map objects onto a lower-dimensional space. Since its axes are hyperplanes, we call it a virtual space. To avoid confusion with the common meaning of axis, we have introduced a novel concept of hyperaxis to indicate a hyperplane. Hyperaxis is determined by \(n\) objects (we call these pivot objects \(p_1, p_2, \ldots, p_n\)). We use notation \(p_1p_2\ldots p_n\) to indicate the hyperaxis. In addition, given an object \(o\) in original space, we use \(o|p_1p_2\ldots p_n\) to denote the projection of \(o\) onto a hyperaxis \(p_1p_2\ldots p_n\).

### 3. Our approach

We use an example shown in Fig. 3 to illustrate our motivation towards interactive visualization. If we allow only one-dimensional target space, it is impossible to separate these three clusters using PCA or FastMap. However, we can apply our HyperMap algorithm to recognize each cluster individually. We assume that pivot objects are at the center of each cluster (we will explain how to select pivot objects in Section 3.3). For each object, we calculate three distances between the current object and the three pivot objects, denoted as \(l_1, l_2,\) and \(l_3\). The coordinates of the hyperaxis are calculated by the following formula.

\[
x = w_1l_1 + w_2l_2 + w_3l_3.
\]  

A user can interactively tune the weights \(w_1, w_2,\) and \(w_3\) to visualize the three clusters individually. For instance, by setting \(w_1 = 0.0, w_2 = w_3 = 0.5\), cluster \(C_1\) is recognized as shown in Fig. 3(B), because the coordinate values of the data points in \(C_1\) are larger than...
those of the data points in other clusters; such as $C_2$ and $C_3$. Similarly, by setting $w_1 = 0.5$, $w_2 = 0.0$, $w_3 = 0.5$, cluster $C_2$ is separated from the other two clusters as shown in Fig. 3(C).

Fig. 1, as above, is an example of a one-dimensional target space. We can also map onto two-, three-, or any $k$-dimensional target space. In the next section, we will explain how to construct a two-dimensional target space, which can easily be extended to other dimensional target spaces.

Firstly, two hyperplanes are determined by two respective sets of pivot objects. The size of the sets is the parameters to be given by the user. Then, data points are projected onto the two hyperplanes. Finally, on each hyperplane, coordinates on the target space can be calculated in the similar fashion as the one-dimensional target space shown in Fig. 3. As a result, in the three-dimensional target space, the coordinates of three hyperaxes are calculated from the following formula:

$$x = w_1 l_1 + w_2 l_2 + \cdots,$$
$$y = w'_1 l'_1 + w'_2 l'_2 + \cdots,$$
$$z = w''_1 l''_1 + w''_2 l''_2 + \cdots,$$

where $(x, y, z)$ is an object’s coordinate in the target space. We can also generate various viewpoints by altering the weights $(w_1, w_2, \ldots, w'_1, w'_2, \ldots, w''_1, w''_2)$, which is an important aspect for parametric visualization in our work.
3.1. An example of constructing a 2-D target space

To best illustrate our HyperMap algorithm, we assume a three-dimensional original space. We use two-dimensional space for visualization. Given a three-dimensional original space, as shown in Fig. 4, we select three pivot objects \((p_1, p_2, p_3)\) to determine hyperaxis 1 (a plane), and two pivot objects \((q_1, q_2)\) to determine hyperaxis 2 (a line). To construct a virtual space, each object \(o\) is projected onto hyperaxies 1 and 2 as \(o|p_1p_2p_3\) and \(o|q_1q_2\), respectively. Its location can be represented by

\[
(L(o, p_1p_2p_3), L(o, q_1q_2)) = ((l_1, l_2, l_3), (l'_1, l'_2)).
\]

Fig. 4 illustrates an example of various object positions in different target spaces, according to user-defined weights \(W\).

Since our target space is a Euclidean space, real numbers are used to represent an object’s location on each hyperaxis. To compute a coordinate, we apply a linear combination of distances between pivot objects and the projections of an object on the hyperaxis are then determined by these pivot objects. Similar to our definition of hyperaxis, we would like to avoid the common meaning of coordinate by introducing a novel concept called a hypercoordinate. The hypercoordinate indicates a coordinate on a hyperaxis; its definition is given below:

**Definition 1.** (hypercoordinate) For a hyperaxis \(p_1p_2...p_k\), we assume that its weight \(W = (w_1, w_2, ..., w_k)\). Given an object \(o\), if the distances between its projection and pivot
objects is denoted by $L = (l_1, l_2, \ldots, l_k)$, the hypercoordinate of $o$ on the hyperaxis is defined as

$$o \cdot p_1 p_2 \cdots p_k = W \cdot L^T = \sum_{i=1}^{k} w_i \cdot l_i = \sum_{i=1}^{k} w_i \cdot \text{dist}(o|p_1 p_2 \cdots p_k, p_i).$$ (2)

Here, $o|p_1 p_2 \cdots p_k$ is the projection of object $o$ on the $(k-1)$-dimensional hyperaxis. $l_i$ indicates the distance between $o|p_1 p_2 \cdots p_k$ and the pivot object $p_i$ ($1 \leqslant i \leqslant k$). $w_i$ is a weight element that satisfies the following condition:

$$|w_1| + |w_2| + \cdots + |w_k| = 1.$$ (3)

The constraint in Eq. (3) ensures that the distance between two hypercoordinates $o_1 \cdot p_1 p_2 \cdots p_k$ and $o_2 \cdot p_1 p_2 \cdots p_k$ cannot be larger than the distance between $o_1|p_1 p_2 \cdots p_k$ and $o_2|p_1 p_2 \cdots p_k$, which is the $\text{dist}(o_1', o_2')$ shown in Fig. 5. This is simply because the hypercoordinates are “extracted” from the corresponding hyperplane (hyperaxis). We give our proof below using the triangle inequation. For simplicity, we use the notations of $o_1'$ and $o_2'$ for the projections of $o_1|p_1 p_2 \cdots p_k$ and $o_2|p_1 p_2 \cdots p_k$, respectively.

$$|o_1| \cdot p_1 p_2 \cdots p_k - o_2 \cdot p_1 p_2 \cdots p_k| = |w_1(\text{dist}(o_1', p_1) - \text{dist}(o_2', p_1)) + w_2(\text{dist}(o_1', p_2) - \text{dist}(o_2', p_2)) + w_k(\text{dist}(o_1', p_k) - \text{dist}(o_2', p_k))|
\leq(|w_1| + |w_2| + \cdots + |w_k|) \max_{1 \leq m \leq k} |(\text{dist}(o_1', p_m) - \text{dist}(o_2', p_m))|
\leq \text{dist}(o_1', o_2').$$

Unlike $z$-mapping [11] that employs 2D star coordinates [12] to establish the visualization, HyperMap guarantees that the distances between two data points in the target space will not be bigger than that in the original space.

3.2. HyperMap algorithm

Each hyperaxis of virtual space is determined by pivot objects, whose number is a user-defined parameter. Without loss of generality, we assume that the number of pivot objects

![Fig. 5. The distance between $o_1$ and $o_2$’s hypercoordinates does not exceed the distance of their projection on the hyperaxis, that is, $|\text{dist}(o_1', p_k) - \text{dist}(o_2', p_k)| \leq \text{dist}(o_1', o_2')$ ($1 \leq k \leq 3$). Notice that all the points in the figure are on a plane.](image)
is \(k\). The algorithm of HyperMap can be divided into five steps. The five steps are as follows.

1. **Pivot selection**: Determine a \((k-1)\)-dimensional hyperaxis by selecting \(k\) pivot objects \(p_1, p_2, \ldots, p_k\). For example, we can select three pivot objects, \(p_1, p_2, p_3\), to generate a two-dimensional plane as a hyperaxis.

2. **Computing hypercoordinate**: From our Definition 1 of hypercoordinate, \(L\) should first be calculated; \(L\) is defined as \(l_i = \text{dist}(o|p_1p_2 \ldots p_k p_i)\). Recall that \(o|p_1p_2 \ldots p_k\) is the projection of object \(o\) on the hyperaxis. When the hyperaxis is more than two dimensional, finding the projection of a point on a hyperaxis is difficult. Therefore, it is more complicated to calculate the distances \(l_1, l_2, \ldots, l_k\) between a pivot object and the projection of point \(o\). In Section 3.4, we propose an algorithm to resolve this problem by introducing the novel concept of relative coordinate.

3. **Preparation for computing hypercoordinates of subsequent hyperaxis**: To calculate the hypercoordinates of the subsequent hyperaxis, it is necessary to calculate projected distances between all pairs of objects in the complementary space, \(\overline{p_1p_2 \cdots p_k}\) which is perpendicular to the hyperaxis \(p_1p_2 \ldots p_k\). The formula and algorithm details are given in Section 3.4.

4. **Looping**: The ability to compute the projected distance in complementary space allows us to project on a second hyperaxis, that lies on the complementary space \(\overline{p_1p_2 \cdots p_k}\). Within this space, we can recursively apply steps 1–3 until all hyperaxes of virtual space are obtained. The maximum number of hyperaxes is 3, because it is not easily visualized using 2-D displays.

5. **Hypercoordinate calculation**: Compute the hypercoordinates of the hyperaxis for all data points using Eq. (2).

In the case where \(k = 2\), there are two pivot objects \((p_1\) and \(p_2\)). If we assume that the weights for two pivot objects are \(w_1\) and \(w_2\), for every data point \(o\), its hypercoordinate is \(w_1 \ast \text{dist}(o|p_1p_2, p_1) + w_2 \ast \text{dist}(o|p_1p_2, p_2)\). If \(w_2 = 0\), HyperMap is specified to FastMap [9]. In other words, FastMap algorithm is a special case of HyperMap.

### 3.3. Pivot selection

In order to select the \(k\) pivot objects for large high-dimensional datasets in linear time, we exploit the \(k\)-center algorithm given in [13], which selects \(k\) well separated objects in a high dimensional space in linear time.

As shown in Table 2 above, the pivot selection algorithm includes the following two steps:

1. Randomly select an object \(o_i \in o\). The first pivot object \(p\) is selected as the object that has the maximum distance from \(o_i\), and is added into pivot object set \(S\) which is initially empty.

2. Repeatedly find a pivot object \(p\) that satisfies the following property:

\[
\min_{o \in S, o' \in O} (\text{dist}(o, o')) \leq \min_{o \in S} (\text{dist}(o, p))\tag{4}
\]

until all \(k\) pivot objects are selected.
Note that similar to the selection algorithm of pivot objects in FastMap, the computation complexity of this algorithm is also linear.

### 3.4. Computation of hypercoordinate

To find the location of projection $o'$ for object $o$ on the hyperaxis $p_1p_2...p_k$ ($(k-1)$-dimensional plane), $k-1$ real numbers are usually needed, because the points $p_1p_2...p_k$ are always linearly independent. For example, to express a point in a three-dimensional space, three real numbers are necessary, which are simply its coordinates, $(x,y,z)$. To be able to express a point on a hyperplane in HyperMap algorithm, we must first introduce a novel concept called relative coordinate, defined below:

**Definition 2.** (relative coordinate) Given a $(k-1)$-dimensional hyperaxis $p_1p_2...p_k$ ($k > 1$), the $i$th relative coordinate of an object $o$, with respect to a hyperaxis $p_1p_2...p_k$, has two parts, i.e. its absolute value and its sign: the absolute value of object $o$’s relative coordinate is the value of distance between $o|p_1p_2...p_i$ and an $(i-1)$-dimensional hyperplane $p_1p_2...p_{i+1}$ $(2 \leq i \leq k-1)$, which is determined by $i$ pivot objects $p_1,p_2,...,p_i$. The sign of the relative coordinate is: if the object $o$ is on the same side as the previous pivot object, $p_{i+1}$, with respect to the hyperplane $p_1p_2...p_i$, its relative coordinate is positive, otherwise it is negative.

$k-1$ relative coordinates are denoted as $D(o,p_1p_2)$, $D(o,p_1p_2p_3)$, and $D(o,p_1p_2...p_k)$. In the following sections, we will explain how to calculate the distance $l_1,l_2,...,l_k$ between the projection and pivot objects, and projected distance of two objects in complementary space using relative coordinates. Fig. 6 (top) provides the definition for relative coordinate. Data point $o$ has a positive value of relative coordinate, while data point $o'$ has a negative value. It is because $O|p_1p_2...p_k$ is on the same side with $p_k$, in terms of hyperplane $p_1p_2...p_k$, but $O'|p_1p_2...p_k$ is on the opposite side. In general, each object $o$ has $k-1$ relative coordinates, $D(o,p_1p_2)$, $D(o,p_1p_2p_3)$,...,$D(o,p_1p_2...p_k)$. In the specific instance; $D(o,p_1) = 0$, It is because that the distance between $o$’s projection in $p_1$ and $p_1$ is zero.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pivot selection algorithm</strong></td>
</tr>
</tbody>
</table>

**Algorithm:** Select pivot $(o, \text{dist}, (\cdot), k)$

**Output:** A set of $k$ objects $S$

**Begin**

1. Randomly choose an object $o$ from $o$.
2. Choose $p$ such that for any $o'$ in $o$, $\text{dist}(o, o') \leq \text{dist}(o, p)$
3. Add $p$ to $S$

**While** $|S| < k+1$

1. Choose next pivot object $p$ from Eq. (4)
2. Add $p$ to $S$

**end while**

**return** $S$

**End**
We find that the relative coordinates can be calculated recursively from $D(o, p_1 p_2)$ to $D(o, p_1 p_2 p_3)$.

In the following subsections, we describe the detailed computation processes required to obtain the objects’ hypercoordinates.

### 3.4.1. Calculating relative coordinate

Relative coordinate can be calculated by firstly computing $D(o, p_1 p_2)$ for one-dimensional hyperaxis, then computing $D(o, p_1 p_2 p_3)$ from $D(o, p_1 p_2)$.

1. **Computing $D(o, p_1 p_2)$**: For simplicity, we demonstrate how to calculate relative coordinates in the simplest case of one-dimensional hyperaxis. We use $o'$ (or $o' p_1 p_2$) to indicate the projection of point $o$ in one-dimensional hyperaxis and as shown in Fig. 7. An object $o$ is projected onto the one-dimensional hyperaxis (a line) $p_1 p_2$. The $o'$s relative coordinate $D(o, p_1 p_2)$ in the axis can be computed by

$$D(o, p_1 p_2) = \frac{\text{dist}(o', p_1)^2 - \text{dist}(o', p_2)^2 + \text{dist}(p_1, p_2)^2}{2 \text{dist}(p_1, p_2)}. \quad (5)$$
2. Computing $D(o, p_1 p_2 \ldots p_{k+1})$ from $D(o, p_1 p_2 \ldots p_k)$: We compute the relative coordinate $D(o, p_1 p_2 \ldots p_k)$ using an inductive method. Fig. 8 shows a hyperaxis formed by $k+1$ pivot objects. The formulation is given in Table 3. The simplest case is 2-D hyperaxis’s relative coordinate $D(o, p_1 p_2)$. To completely understand Table 3, we list the computing method of 2-D hyperaxis’s relative coordinate in the appendix A.

3.4.2. Calculating height from a data point to a hyperplane

During the mapping of each object to a point on the target space, hypercoordinates of objects need to be calculated. As a part of this process, the height (distance) from a data point to a hyperplane must also be known; this is proposed in Lemma 1.

Lemma 1. Given a data point $o$, it has a projection $o'$ in hyperaxis $p_1 p_2 \ldots p_k$. The vertical distance $h$ from $o$ to the hyperaxis can be calculated from the following equation:

$$h = \text{dist}(o, o') = \sqrt{\left(\text{dist}(o, p_1)\right)^2 - \sum_{i=2}^{k} D^2(o, p_i p_{i+1})}.$$  \hspace{1cm} (7)

We can prove Lemma 1 recursively by focusing firstly on the line $p_1 p_2$, the distance $D(o, o'|p_1 p_2)$ can be calculated simply as shown in Fig. 9.

Then, having $D(o, o'|p_1 p_2)$ and $D(o'|p_1 p_2, o'|p_1 p_{k+1})$, we can compute $D(o, o'|p_1 p_{k+1})$. Similarly, we provide proof for $h = D(o, o'|p_1 p_2 \ldots p_k)$ below.
A formulation for computing a relative coordinate

Table 3

In $\Delta p_1p_{k+1}|p_{k+1}p_k$, the following equation holds for Lemma 1.

$$(\text{dist}(p_{k+1}, p_{k+1} p_1 p_2 \cdots p_k))^2 = (\text{dist}(p_1, p_{k+1}))^2 - \sum_{j=2}^{k} D^2(p_{k+1}, p_1 p_2 \cdots p_j)$$

In $\Delta o'p_{k+1}p_k$ (note $o' = o|p_1p_2 \cdots p_k$)

$$(\text{dist}(o', p_{k+1} | p_{1} p_2 \cdots p_k))^2 = D^2(o, p_1 p_2 \cdots p_k) + \sum_{j=2}^{k} (D(p_{k+1}, p_1 p_2 \cdots p_j) - D(o, p_1 p_2 \cdots p_j))^2$$

In $\Delta p_1op_{k+1}$,

$$. \cdot (\text{dist}(p_1, o|p_1p_{k+1}))^2 - (\text{dist}(p_{k+1}, o|p_1p_{k+1}))^2 = (\text{dist}(o, p_1))^2 - (\text{dist}(o, p_{k+1}))^2$$

From Fig. 6(bottom), apply the cosine law in $\Delta o'p_{k+1}p_k|p_{1}p_2 \cdots p_k$

$$D(o, p_1 p_2 \cdots p_{k+1}) = \frac{(\text{dist}(o', p_{k+1} | p_{1} p_2 \cdots p_k))^2 - (\text{dist}(o', p_{k+1}))^2 + (\text{dist}(p_{k+1}, o|p_{1}p_{k+1}))^2}{2 \text{dist}(p_{k+1}, p_{k+1} | p_{k+1} p_k)}$$

In general, we have the following equation to calculate relative coordinate:

$$D(o, p_1 p_2 \cdots p_i) = \frac{(\text{dist}(o, p_i))^2 - (\text{dist}(o, p_{i+1}))^2 + (\text{dist}(p_{i+1}, o|p_{1}p_{i+1}))^2 - 2 \sum_{j=2}^{i-1} D(p_{i+1}, p_1 p_2 \cdots p_j) \cdot D(o, p_1 p_2 \cdots p_j)}{2 \sqrt{(\text{dist}(p_1, p_i))^2 - \sum_{j=2}^{i-1} D(p_1 p_2 \cdots p_j)^2}}$$

$$(2 \leq i \leq k + 1)$$

Fig. 9. The distance from a data point to a hyperaxis, using relative coordinate.
**Proof.** As shown in Fig. 9, and from the definition of relative coordinate,

\[
(dist(o, p_1))^2 = (dist(p_1, o|_{p_1p_2}))^2 + (dist(o, o|_{p_1p_2}))^2 \\
= D^2(o, p_1p_2) + (dist(o, o|_{p_1p_2}))^2,
\]

\[\therefore o|_{p_1p_2} o|_{p_1p_2p_3} \text{ is on the hyperplane } p_1p_2p_3,\]

\[\therefore o|_{p_1p_2} \perp o|_{p_1p_2} o|_{p_1p_2p_3},\]

\[(dist(o, o|_{p_1p_2}))^2 = (dist(o|_{p_1p_2}, o|_{p_1p_2p_3}))^2 + (dist(o, o|_{p_1p_2p_3}))^2 \\
= D^2(o, p_1p_2p_3) + (dist(o, o|_{p_1p_2p_3}))^2.\]

In general, we have,

\[(dist(o, o|_{p_1p_2\cdots p_i}))^2 = D^2(o, p_1p_2\cdots p_{i+1}) + (dist(o, o|_{p_1p_2\cdots p_{i+1}}))^2.\]

As a result,

\[dist(o, p_1)^2 = \sum_{i=2}^{k} D^2(o, p_1p_2\cdots p_i) + (dist(o, o|_{p_1p_2\cdots p_k}))^2 \\
= \sum_{i=2}^{k} D^2(o, p_1p_2\cdots p_i) + (dist(o', o))^2.\]

### 3.4.3. Calculating projected distance in the complementary space

To map data distribution onto a two- or three-dimensional target space, two or three corresponding hyperaxes need to be constructed. By using relative coordinates, each object’s projection in the first hyperaxis can be computed by the method explained in the previous section. However, to calculate an object’s projection on the second or other hyperaxes, the distance of all object pairs in the complementary space must first be computed. Fig. 10 illustrates a method by which to compute \(dist(o_1, o_2)\), which is the projected distance of two objects \(o_1\) and \(o_2\) in complementary space of hyperaxis \(p_1p_2\).

![Image](http://example.com/image.png)

**Fig. 10.** In the case of one-dimensional hyperaxis (line), projected distance between data points, \(o_1\) and \(o_2\) in the complementary space of hyperaxis \(p_1p_2\) is calculated.
In the case of one-dimensional hyperaxis, we have:

$$\overline{\text{dist}}(o_1, o_2) = \sqrt{(\text{dist}(o_1, o_2))^2 - (D(o_1, p_1 p_2) - D(o_2, p_1 p_2))^2}. \tag{8}$$

The relative coordinate $D(o, p_1 p_2 \ldots p_k)$ and projected distance in complementary space $\overline{\text{dist}}(\cdot, \cdot)$ can be computed by using an inductive method.

Given two objects $o_1$ and $o_2$, the projected distance between $o_1$ and $o_2$ in the complementary space can be computed by the following equation:

$$\overline{\text{dist}}(o_1, o_2) = \sqrt{(\text{dist}(o_1, o_2))^2 - \sum_{i=2}^{k} (D(o_1, p_1 p_2 \ldots p_i) - D(o_2, p_1 p_2 \ldots p_i))^2}. \tag{9}$$

### 3.4.4. Hypercoordinate calculation

Finally, when all the necessary calculations that have been discussed in Sections 3.4.1–3.4.3 are completed, we are then able to compute the hypercoordinates of all the data points in the target space. Their location $L$ on every hyperaxis is now defined (Eq. (2)). Applying the Pythagorean theorem, we have

$$l_i = \sqrt{\text{dist}(o, p_i)^2 - h^2}.$$

And from Lemma 1, we have

$$l_i = \sqrt{(\text{dist}(o, p_i)^2 - (\text{dist}(o, p_1))^2 + \sum_{j=2}^{k} (D^2(o, p_1 p_2 \ldots p_j))).} \tag{10}$$

### 3.5. HyperMap algorithm

Our HyperMap algorithm is outlined in Table 4. The complexity of the HyperMap algorithm is $O(Nk)$ for constructing one hyperaxis, where $k$ is an average value for the number of pivots.

From lines 5 to 6, the relative coordinates are calculated. Relative distance calculation is a crucial step in our algorithm; it allows us to compute hypercoordinates and the distance of all pairs of objects in complementary space. By replacing $\text{dist}(\cdot, \cdot)$ with $\overline{\text{dist}}(\cdot, \cdot)$, the relative coordinates $D(\cdot, \cdot)$ in the complementary space can now be computed with respect to the data points and pivot objects.

### 4. Experimental evaluation

To evaluate a method of dimensionality reduction, stress function is typically used. It evaluates the loss of information during the transformation from the original dimensionality to a target space. The stress measure is defined in Eq. (11) below, where $\text{dist}'(i, j)$ is the distance between the two objects $o_i$ and $o_j$ in target space. $\text{dist}(i, j)$ denotes
the distances between the two objects in the original space. The smaller the stress value, the less the information has been lost.

\[
stress = \sqrt{\frac{\sum_{i,j}(dist'(i,j) - dist(i,j))^2}{\sum_{i,j}(dist(i,j))^2}}
\] (11)
The main difference among various dimensionality reduction methods is the axes selection technique of a target space. The better chosen the axis, the more the distance information is preserved in the target space. To evaluate our approach, we compare the stress value of our method with those of other existing methods.

One simple method is to select axes randomly, although the result may not be satisfactory. Another classical method such as PCA, first calculates the eigenvector of the covariance matrix. Then the $k$th “good” axes are selected to be part of the $k$-dimensional target space. Note that for $n$-dimensional data, there will be no loss of information if $k = n$.

If HyperMap selects two pivot objects for every hyperaxis, HyperMap becomes identical to FastMap. Fig. 11 shows the stress values of target spaces whose axes were selected randomly by various approaches, PCA and HyperMap algorithm. With an increase of dimensionality in the target space, the distance-information loss further reduces. HyperMap is tested with several numbers of pivot objects. More specifically, two, three, and four pivot objects were tested on the 10-dimensional synthetic data (see Section 4.1.1 for the dataset details).

We can see from the figure that when 10 axes are selected, all “Random”, “PCA” and “HyperMap 2Pivot” (= FastMap) have 0 stress values, while “HyperMap 3Pivot” and “HyperMap 4Pivot” have a stable stress value when the number of axes is more than 2; their stress values never converge to 0. This is not surprising because their hyperaxes are not lines; the distance information has already been lost during the coordinate calculations. This supports our initial motivation; our main objective is not to try to preserve all the distance information in the complementary space, instead we only need to keep as much distance information as possible in the first few dimensions.

From our preliminary evaluation, we can suggest that our HyperMap dimensionality reduction method does preserve distance information well in the first several dimensions. Other than integrating HyperMap into an interactive visualization system, as will be illustrated in the next section, HyperMap also provides us with a promising possibility to index the reduced dimensionality data from a high-dimensional dataset, without much loss of distance information.
4.1. Visualization for synthetic and real data

Using visualization to find clusters in a large dataset has proven to be a very practical and useful method in analyzing the data. However, there are many diverse definitions for a cluster itself; in some cases, it is defined as a collection of objects densely grouped together in a ball shape, but in most cases, this “well defined” definition is unfeasible. According to [5,14–16], we can regard data points that centralize around a hyperplane to be a cluster. Or we can perceive a torus-shaped data distribution to also be a cluster. In this paper, we show that data distribution can be displayed with different viewpoints, such that the users can give the final evaluation of clusters by observing data contributions from different angles.

In this paper, we utilize the HyperMap algorithm in order to develop a data mining tool called interactive visualization. HyperMap enables users to enhance their visualization of high dimensional data distributions by adjusting the weights and the number of pivot objects on each hyperaxis. However, users need to provide the algorithm with these two parameters, i.e. the number of pivot objects on the hyperaxes, and the weights for hypercoordinate calculation in the target space. Our approach towards parameter selection is as follows:

- We can find the appropriate number of pivot objects (= the number of weights) from their stress values. For example in Fig. 11, in a three-dimensional target space, the differences among “HyperMap 2”, “HyperMap 3”, and “HyperMap 4” are very subtle. Hence, the simplest representation of “HyperMap 2” should be a satisfactory choice, i.e. two pivot objects for three hyperaxes.
- To get a better data distribution in the target space, larger hypercoordinates are desirable. In other words, $w_1 \times \sum l_1 + w_2 \times \sum l_2 + \cdots + w_d \times \sum l_d$ should be large.

From the weight constraint condition in Eq. (3), we can maximize the expression by simply setting one of the weights with the largest summation term to be 1 and the rest of the weights to be 0. In the case where the number of pivot objects is 3, only 9 ($3 \times 3$) test evaluations are necessary before we discover the largest data distribution. Our visualization tool is very easy to use, and also enables the users to easily observe data distribution from different viewpoints by tuning the weights.

We tested our method on both synthetic and real data, which will be discussed in the next two subsections.

4.1.1. Synthetic data

To generate a dataset, we used a method similar to the one discussed in [17]. In this method, the anchor points of clusters are first determined. Then, the number of points associated with each anchor point is determined, and finally cluster points are generated.

More specifically, the anchor points of clusters are obtained by generating $k$ uniformly distributed points in $d$-dimensional space of [0.0–1.0]. All clusters have the same number of points. The positions of the data in each cluster follow the normal distribution, with the anchor point as its mean and variance $\mu$. In our experiments, the size of the dataset is 1000 data points divided into five clusters, i.e. $k = 5$. We set the number of clusters to $k = 5$, and the variance of all clusters to $\mu = 0.2$. To illustrate the characteristic of the data, we selected two pivot objects to be represented in three hyperaxes. The weights are set to be
$W = \{1,0;1,0;1,0\}$. Fig. 12 shows the data distribution of the synthetic dataset in a three-dimensional target space.

The stress of this synthetic data is shown in Fig. 11. With the exception of the “Random” method, the distance information of all other methods appears to be well-preserved in the three-dimensional target space.

4.1.2. Real dataset

In [9], Faloutsos and Lin evaluated their FastMap algorithm on WINE dataset (http://kdd.ics.uci.edu/), and discovered that “the 3-D distribution-plot gives the whole picture and separates the clusters almost completely”. We also evaluated our HyperMap algorithm on this real dataset. The results of the stress test are shown in Fig. 13.

Evidently, there is not much difference between FastMap algorithm in 3-D and our HyperMap-3Pivot in 2-D. As a result, we are able to achieve good data distribution in a two-dimensional target space, with the number of pivot objects or weight of 3. As expected, when we tuned the weights according to Table 5, all three clusters appear to be well-separated in two-dimensional space, as shown in Fig. 14. Note that the values in Table 5 are only an example of a set of weights that give good visualization. These numbers can also be obtained from our visualization tool. The demonstration of the parametric visualization is available at (http://www.dblab.is.tsukuba.ac.jp/~an/HyperMap/HyperMapDemo.html).
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Fig. 13. The stress for wine dataset.

Table 5
Weights used in our experiment

<table>
<thead>
<tr>
<th>Hyperaxis 1</th>
<th>Hyperaxis 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>$w_2$</td>
</tr>
<tr>
<td>-0.42</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Fig. 14. A two-dimensional target space with its weight $W$ indicated in Table 5.
We would like to discuss the stress values of the WINE dataset in more detail. From Fig. 13, we notice that selecting four or five pivot objects would generate similar stress values. We also observe the data distribution in one dimension by setting the number of pivot objects to 4. Figs. 15 and 16 show our promising results in one-dimensional target space. Cluster 3 is separated from the other two clusters with the weights set to be $W = (1, 0, 0, 0)$. Cluster 1 is also well-separated from the other two clusters with the weights of $W = (0, 0, 0, 1)$.

5. Conclusions

In this paper, we proposed an approach called HyperMap which is designed to map high dimensional data. From this technique, a novel concept of hyperaxis was introduced. A hyperaxis is a hyperplane passing through $k$ data points, chosen by a $k$-center algorithm. In the specific instance when $k$ is 2, our HyperMap is identical to the FastMap algorithm.

By mapping data points onto the target space spanned by the hyperaxes, hypercoordinates are obtained. Experiments on real and synthetic datasets show the utility and effectiveness of using such coordinates for both classification and visualization. HyperMap is flexible because its weights can be tuned by users.

Future research may involve clarifying the properties of weights, and searching for a more systematic method by which to determine weights. Another area of interest may be directed toward high-dimensional indexing since our approach can be used to break the “dimensionality curse”.

Fig. 15. Wine dataset in one-dimensional space. Cluster 3 is separated from other two clusters. The weight $W$ is set to $(1, 0, 0, 0)$.

Fig. 16. Wine Dataset. Cluster 1 is separated from other two clusters. The weight $W$ is set to $(0, 0, 0, 1)$. 
Given an object \( o \) in a 2-D Hyperaxis determined by three pivot objects, \( p_1, p_2 \) and \( p_3 \), Fig. 17 shows their geometrical relationship.

The object \( o' \)'s first relative coordinate \( D(o,p_1,p_2) \) can be computed using Eq. (5). The second relative coordinate is illustrated in Fig. 18.

**Fig. 18. HyperMap: expressions for computing relative coordinate.**
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