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Abstract

One of the fundamental arguments for the concept of Software Architecture is that it will permit designers to identify an “architecture” early in the design, and to use it to guide implementation. However, there is a significant amount of evidence that this goal is not always realised. This is shown by work in the re-engineering community which examines the relationship between the presumed architecture of large software systems, and that which can be identified from the finished code. It is also the centre of a conjecture by one of the authors that there are circumstances where this cannot be achieved. This paper makes the case for assessing implementation methodologies against the criteria of “architecture preservation”. It argues that empirical studies should be made to test the hypothesis that methodology has (or has no) influence upon the extent to which a priori architectures are preserved in a completed system. In presenting this argument, factors which will complicate the outcomes, for example, poorly chosen a priori architectures, are noted.

1. Introduction

The idea that software or systems have an “architecture” seems to have arisen very early in our discipline. Baragry[1] has traced the use for this term back to the 1960’s, (see Brooks [7]) and there is reason to believe it may have been used even earlier. As is well known, the importance of “architecture” (or rather, design integrity) was raised forcibly by Brooks [8], and was brought to prominence by Shaw in the mid 1980’s (Shaw [23]). Subsequently, the field has developed, and has reached a level of maturity sufficient to support several conferences and numerous workshops.

However, there remain a number of difficulties with both concepts in the field and their interpretation, as evidenced by the work of a number of researchers. Despite this, the over-arching concept of “architecture” for a software system is of great importance. It is certainly the case that it is believed that there do exist standard
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architectures, determined by a combination of application class and domain, and that these are used by designers as an aid in their work.

At the same time, the final “architecture” of a system is the result of beginning with some early-stage design, and following a series of steps which transform this into working code. This raises the question that this position paper addresses “given a particular a priori (design) architecture, to what extent will particular methodologies ensure that this will be evident in the finished code?”. In what follows, we explore this issue briefly and suggest some criteria that may be of use in assessing this relationship. In addition, comments will be made on the results obtained by recent work in re-engineering which explores the relationship between a priori and final architecture.

2. The Problem of Architecture Preserving Properties of Development Methods

Our starting point is that, if an architecture can be determined in the early stages of a project, then one would like to see it appear in the final implementation. For this to occur, at least two conditions must be met:-

A/ The a priori architecture must be such that, if implemented, it will realise a system which conforms to the functional (and non-functional) specification,

B/ The result of implementing the system beginning with the specification and architecture, should be such that the architecture is preserved in the final code.

We can add a corollary to this:-

C/ If B/ cannot be guaranteed, then the implementation derived architectural drift\[\text{[16]}\] should be predictable.

The first of these conditions can be considered “weak”. To be meaningful, we need to restrict it to the “logical” architecture (Krutchen [14]), since a system may be implemented on (for example) a message-passing service, or a component communications brokering systems such as CORBA. A choice such as this highlights the multiple architecture problem described by Baragry,[1,2,3], Krutchen [14] and others. Nevertheless, such a condition is needed if the concept of architecture is to have meaning at all, since an implemented system should have the a priori architecture. More importantly, condition A will allow some meaning to be put to situations where the desired outcome (architecturally) is not achieved - it may be that the functionality could not/should not have been implemented using the proposed architecture, and this was recognised during its development. (See [17] for an example where an a priori architecture was subsequently deemed to be unimplementable).

\[\text{[16]}\] We prefer the term “drift” to that of “erosion”. In our contexts, we apply these terms differently to Perry and Wolf [16], and prefer to apply “erosion” to post-completion change due to maintenance or evolution, and “drift” to departure from the a priori architecture,
Our second condition in fact specifies the hypothesis that we wish to test. It considers the implementation process to be a (series) of transforms applied to some (original) specification (in this case, including an a priori architecture) which yield an executable system. This concept is not new (see for example [24]).

For a development process to be successful, we require that the completed system be judged to meet the requirements embodied in the specification. Again, there is nothing novel in this statement. We now extend this to what we call “the architecture preserving” property as described above. However, it is well known that systems generally are subject to significant amounts of maintenance and, we generally assume that this will be more efficient if there is documentation which describes the implemented system. Since the a priori architecture is part of this documentation, we assume that, if condition B/ held, then maintenance of the system should be easier.

Finally, our corollary C/ allows some judgement to be made at the beginning of a project as to the risk presented by the combination of early assumptions relating to architecture and development methodology. It may even permit predictions as to the implementation architecture.
3. The Issue of Design Architecture Persistence

It is apparent that we are addressing two aspects of what could be called “Architecture Persistence”. Firstly, the extent to which the architecture persists during the implementation, and secondly, the way in which the architecture persists over time as a system is maintained. The second issue has been the subject of considerable study for some time and is now known as “architectural erosion”\(^5\) (see Perry and Wolf\(^6\)), however much of this is in the context of re-engineering (see Ding and Medvidovic\(^7\)) for example.

Baragry’s\(^1\) case study of the implementation of the HyperEdit sub-system of the Amdahl Australian Intelligent Tool Program’s HyperCASE (Cybulski and Reed\(^9\)) showed that the architecture of this system evolved substantially during its development and maintenance. This supported earlier conjectures by Reed\(^6\)\(^18\), based in his experience with the TAME project at the University of Maryland in 1986 (See Basili and Rombach\(^5\)). Reed observed that, despite the efforts of skilled designers, the system architecture seemed to evolve. The primary problem seemed to be that, despite the a priori understanding of the interaction of the sub-systems in TAME, new interactions (and hence different architecture) became apparent as the design of relatively large subsystems progressed. In the case of the TAME system, each of the subsystems was extremely large and there were un-an-answered research questions to be solved before an implementable design could be completed (in fact, several were the subject of a PhD theses). The problems being “solved” in each of the sub-systems were largely independent of the overall architecture up to a certain point. Algorithms for metric generation and composition, had to be developed, canonical representation of control-flow graphs for programs written in different languages (which were to be capable of being processed by language independent metric tools), and a GQM (Basili\(^4\)) tool had to be developed. Much of the design effort therefore was independent of the details of common services, and even their interconnection. As the designs unfolded, two contradictory trends became apparent. Firstly, a substantial amount of the design and implementation could progress without the architecture having much impact. Secondly, as sub-systems “understanding” of the nature of services they needed evolved (which it did as various problems were solved), they dictated changes to the overall architecture. This lead to the conjectures enunciated by Reed in 1987 to the effect that there were cases where an architecture either could not be determined early in a project, or where this was unnecessary.

In terms of the problem posed, the experience of systems of the TAME/HyperEDIT class, are probably not good examples. They do, however, establish that the problem exists. They may also provide a basis for identifying classes of system where architecture preservation or persistence is either difficult or not possible. We should point out that a significant percentage of the re-engineering publications on architecture recovery make mention of this “architecture drift”, but few relate it to any specific factor. In addition, we are now drawing attention to the role that development methodologies and processes may play in this.

\(^5\) See footnote 2.
\(^6\) Reed did not draw directly on the TAME experience in his 1987 address, however, it was in fact the stimulus for the conjectures.

Recently, the re-engineering and maintenance communities have made architecture recovery, and its related topic, architecture erosion, major areas of investigation. Despite the wide-ranging nature of this work, and its quality and value, we were had difficult locating material specifically addressing the problems of interest here (although we do not regard our search as exhaustive). Indeed, only a modest number of papers made much mention of a priori documentation containing an architecture description, and many of those were noting that it was absent, or did not reflect the final architecture. Ding, and Medvidovic [10], for example, comment on some current approaches to development which, in their view, focus on an Object Oriented Programming Language and Interactive Development Environment, and hence may have no a priori architecture for maintainers to work from. Mendoca and Kramer [15] observe that the gap, in their view, between high-level abstractions and implementation is cause by the difference between the representational concepts available at both levels. Kazman and Carriere [13] note the hopelessness of the maintenance task if “...the as-implemented architecture does not match the as-designed architecture...” and go on to propose view extraction and view fusion as a possible means of maintaining appropriate documentation. Rugaber and Wills [21] did not include architecture preservation as an issue in their excellent paper on research infrastructure for re-engineering. Ran and Kuusela [17] reporting on the ARES project, reported examples of two architecture designs which were not implementable. One of these was chosen for (development) process related reasons.

Perhaps the harshest comment we could find came from Harris et. al [11], “While it is clear that every piece of software conforms to some design, it is often the case that existing documentation provides little clue to that design. For example, while the system block diagram portrays an "idealized" software architecture, it typically does not even hint at the source level building blocks required to construct the system” (op. cit).

The need for research of this kind is supported by Bennett and Ralvich’s [6] contribution to the futures of Software Engineering Symposium in Limerick 2000 in which they advocated an evolutionary development model, over a product’s lifecycle. While not new (a far more limited approach can be found in Royce’s original paper from which the waterfall model is taken (Royce 1970 [20], although this deals primarily with the initial development) they point out that architectural adaptability and evolvability are as, a result major research issues. We add that the issue of preservation also needs to be considered.

We would be remiss if we did not mention work by Shaw et al [22] which describes graphically supported architecture description language capable of automatically generating executable systems given appropriately defined components and connectors. A tool such as this is inherently architecture preserving. In addition, there is work in the re-engineering community which explores and attempts to explain the differences between a priori and implementation architectures. See for example, the paper by Hassan and Holt [12] which is an exception in that it describes the
reference to conceptual architecture mappings for three web servers. Their conceptual architectures are developed from a combination of code and documentation, but it is not clear how these relate to any original architecture. They do, however, report explanations for the lack of conformance between the reference-conceptual architecture pairs.
5. Conclusions and Acknowledgements

We have put forward a prima’ face’ case for extending current architecture and process-related research. In doing so, it is implicit that some guidance would be forthcoming for inclusion in any guidelines for software architecture assessment. This is particularly important if Bennett and Ralvich [6] are in fact correct. Equally importantly, we argue that investigations of this kind will assist in addressing a wider range of software engineering problems, including the place of software architecture, and, the nature of software development processes.
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