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Abstract

Negative correlation learning (NCL) aims to produce ensembles with sound generalization capability through controlling the disagreement among base learners’ outputs. Such a learning scheme is usually implemented by using feed-forward neural networks with error back-propagation algorithms (BPNNs). However, it suffers from slow convergence, local minima problem and model uncertainties caused by the initial weights and the setting of learning parameters. To achieve a better solution, this paper employs the random vector functional link (RVFL) networks as base components, and incorporates with the NCL strategy for building neural network ensembles. The basis functions of the base models are generated randomly and the parameters of the RVFL networks can be determined by solving a linear equation system. An analytical solution is derived for these parameters, where a cost function defined for NCL and the well-known least squares method are used. To examine the merits of our proposed algorithm, a comparative study is carried out with nine benchmark datasets. Results indicate that our approach outperforms other ensembling techniques on the testing datasets in terms of both effectiveness and efficiency.

1. Introduction

In the last two decades, ensemble learning framework has received considerable attention and resulted in many novel machine learning techniques, for instance, bagging, boosting and random forests [1–4]. The base models of an ensemble can be trained individually or collectively. Ensemble methods also differ in the way that they handle the training data during the learning phase. For example, simple averaging ensembles [5,6] use whole training data to learn base models, but with different parameter settings for each, while bagging, boosting and random forests use different parts of the training dataset for each base model to gain more diversity among ensemble components. Bagging randomly resamples replicates from a given training dataset [1]; while Boosting sequentially resamples the training dataset based on mis-classification probability distribution calculated from previous learnt models [2,3]. Random forests, however, create the training data variability based on the input features rather than the training examples. It selects the splitting features for each node in its base decision trees from a random set of input features [4]. On the other hand, the merging weights of base models can be set equally [7], or learnt by using heuristic means or minimizing a cost function [8,9]. Note that boosting ensembles adapt their averaging weights during the course of training weak learners [3]. It is worthy mentioned that ensemble learning is essential to learn complex domain problems that have complex nonlinear relationships among input variables and output variables. In such cases, the hypotheses space of base models is very large and one single hypothesis cannot model the underlying data distribution.
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An important issue in ensemble learning algorithms is how to maintain no duplication of base models, i.e., modeling different regions of the features space by different base models without deteriorating their individual accuracies. Meanwhile, the overall performance of ensemble should be maintained [7]. This is called ensemble diversity in literature [7,10]. Evolutionary approaches are widely used to select ensemble component networks with maximum disagreement among their outputs [8,11–13]. However, such evolutionary-based approaches take long time to converge. In [7] the ensemble base models were trained by using cross-validation datasets and a diversity metric was introduced to trade-off the bias-variance–covariance. The bias-variance–covariance decomposition raised the attention to find ensemble models with minimum covariance among the base models so that the individual model performance can be retained [10].

Negative correlation learning (NCL) [14] amends the cost function with a penalty term that weakens the relationship with other individuals and controls the trade-off among the bias, variance and covariance in the ensemble learning [10]. Later, this idea was extended in [15]. It has been noticed that the proposed approach in [13] can automatically determine an optimal size of ensemble by thoroughly exploring the ensemble hypotheses space using NCL. Recently, a regularized version of the negative correlation learning techniques was proposed in [16], aiming at reducing the overfitting risk for noisy data.

In addition to the diversity concern in ensemble learning, the way of generating the component models is crucial. Neural networks with back-propagation learning algorithms are mostly employed for this purpose. Usually, single-layer feed-forward (SLFN) networks are sufficient to problem solving due to its universal approximation capability [17–19]. Unfortunately, the gradient-based learning algorithms for training SLFNs suffer from local minima problem, slow convergence and very poor sensitivity to learning rate setting. To overcome these difficulties, random vector functional-link (RVFL) networks were proposed [20–22], where the weights between the input layer and the hidden layer can be randomly assigned and no need to be tuned. Then, the well-known least square methods can be used to calculate the output weights [23]. This flat-net architecture universally approximates any continuous function and dramatically reduces the training time [22,24]. Our recent work reported in [12] shows that RVFL-based ensembles take some advantages comparing against other existing ensembling methods. It is interesting to see that in most of the cases the resulting ensemble is composed of few component models (4–12). Note that this finding is obtained by selecting the best RVFL candidates from a pool. Because the best candidates selection is implemented by using genetic algorithms, it is a time consuming process to achieve the final ensemble model. Indeed, this motivates us to do further studies in this direction.

Based on our previous studies, this paper aims to develop a fast solution on building neural network ensembles. Our proposed algorithm (termed as DNNE) randomly initializes the hidden layer parameters of base RVFL networks, and then employs the least square method with negative correlation learning scheme to analytically calculate the output weights of these base networks. A minimum norm least square solution is derived and formulated in a matrix form for computational exercises. A comparative study on data regression is carried out. Results over the testing datasets are promising, and supporting a positive statement on performance assessment among bagging, boosting, simple ensembles and random forests.

The remainder of this paper is organized as follows. Basics on RVFL networks, ensemble learners and the negative correlation learning are reviewed in Section 2. Our solution with a detailed description on the proposed learning algorithm is given in Section 3. To evaluate the performance of our approach, some benchmark datasets are employed in this study and results with comparisons and discussions are presented in Section 4. Finally, we conclude this work in the last section.

2. Background

Learning from data is a process of finding a hypothesis \( f(x; \theta) \) that estimates an unknown target function \( \psi(X) \), where \( \theta \) is the model parameters to be tuned. The learnt hypothesis can be single or composite model (i.e., ensemble of base hypotheses). Only few works reported the use of random weights in ensemble base networks [10,20] while it has been widely investigated in single neural networks [21,22,25,26]. The theoretical foundation of randomness in neural networks can be deeply understood from the function approximation task with Monte-Carlo (MC) methods. It has been shown in [22] that any continuous function defined on a compact set can be represented by a limit-integral of multivariate continuous function with integration in the parameters space. MC method approximates this multiple integral by drawing random samples of the parameter vector from uniform distribution defined over the limit-integral domain. More likely, the Monte-Carlo estimated accuracy proportionally improves along with an increase of the number of random samples and the approximation error tends to zero as this number goes to infinity. A special case of this general approximation theory becomes the random vector functional link (RVFL) networks, which can be represented as single-layer feed-forward networks (SLFNs). The multivariate continuous functions in the MC method play a role as the activation functions of hidden neurons in the SLFN, and the input weights and the hidden layer biases of the SLFN correspond to the sampled parameters vector in the MC method. Eventually, the output weights of the SLFN function as the estimated parameters in the MC method.

2.1. Review of random basis function approximators

It has been proved that RVFL networks are universal approximators for continuous functions on compact sets and its approximation error converges to zero with order \( O\left(\frac{C}{\sqrt{L}}\right) \), where \( L \) is the number of basis functions (hidden neurons) and \( C \) is a constant [22,26]. An RVFL network can be defined as a SLFN model.
can be tuned using quadratic optimization techniques [22].

Building an RVFL network model requires a training dataset of size $N$, denoted by $\mathcal{D}_t = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}$, where $(x_n, y_n) \in \mathbb{R}^d \times \mathbb{R}$ are pairs of observations. The pairs $(x_i, y_i)$ are i.i.d. samples drawn from an unknown joint probability distribution $p(x, y)$. This implies that $D_t$ is a realization of a random sequence $D_N = \{Z_1, Z_2, \ldots, Z_N\}$ whose elements are random vectors $Z_n = (x_n, y_n)$ for $n = 1, \ldots, N$. Now, the mean squares learning error of an RVFL network model $f$ over $\mathcal{D}_t$ can be defined as

$$E_f(\mathcal{D}_t) = \frac{1}{N} \sum_{n=1}^{N} (f(x_n; \beta(D_t)) - y_n)^2. \tag{2}$$

We write $\beta(D_t)$ to clarify that the values of the parameter vector $\beta$, and thus the hypothesis $f$, are learnt on the training dataset $\mathcal{D}_t$. Therefore, we will write $f(x; \beta(D_t))$ instead of $f(x; \beta(D_t))$. Commonly, the parameters vector $\beta$ may be estimated through minimizing the following cost function $E_f$, i.e.,

$$\hat{\beta} = \arg\min_{\beta} \frac{1}{N} \sum_{n=1}^{N} \frac{1}{2} (f(x_n; \beta(D_t)) - y_n)^2. \tag{3}$$

Let $\mathcal{D}_v = \{(\hat{x}_1, \hat{y}_1), (\hat{x}_2, \hat{y}_2), \ldots, (\hat{x}_v, \hat{y}_v)\}$ be a validation dataset of size $\hat{N}$, whose elements are distributed identically but independently of $Z_n$ for all training examples. Then, the generalization error $E_f(D_v)$ of the RVFL network model $f$ can be defined as the mean squares error (MSE) averaged over all possible realizations of $D_N$, that is,

$$E_f(D_v) = E_{D_N}\left\{ \frac{1}{\hat{N}} \sum_{n=1}^{\hat{N}} (f(\hat{X}_n; D_N) - \hat{y}_n)^2 \right\}. \tag{4}$$

where $E_{D_N}\{\cdot\}$ is the expectation with respect to the distribution of the random sequence $D_N$.

**Theorem 1.** The generalization error, given in Eq. (4), of an RVFL learner $f$ can be expressed using the bias/variance dilemma as follows

$$E_f(\mathcal{D}_v) = \frac{1}{\hat{N}} \sum_{n=1}^{\hat{N}} [\operatorname{Var}(f, \hat{x}_n) + \operatorname{Bias}(f, \hat{x}_n)^2], \tag{5}$$

where

$$\operatorname{Var}(f, \hat{x}_n) = E_{D_N}\left\{ (f(\hat{x}_n; D_N) - E_{D_N}(f(\hat{x}_n; D_N)))^2 \right\},$$

$$\operatorname{Bias}(f, \hat{x}_n) = E_{D_N}(f(\hat{x}_n; D_N)) - \hat{y}_n. \tag{6}$$

The proof of Theorem 1 can be found in [27]. If a learner model is unbiased, it does not imply a good generalization because it may suffer from a large variance and vice versa. Actually, a balanced trade-off between the bias and variance is required in order to obtain best performance. Interestingly, the bias and variance of a learner can be realized even when a fixed training dataset is used, but with different parameters initializations, as in RVFL networks.

Recently, the feasibility of RVFL networks in learning from data was investigated in [26], and some issues should be carefully paid attention in practice. For instance, the number of basis elements should be sufficiently large and supervised initialization is needed in order to model and compensate system uncertainties. However, these issues can be relaxed when a collection of RVFL networks are combined using Pincus formula [28] and Monte-Carlo approximation procedure so that it results in a model with less variance [20,22]. Alternatively, the problems mentioned in [26] can be overcome by combining multiple RVFL networks trained using negative correlation learning [14].

### 2.2. Review of negative correlation learning

Given an ensemble of $M$ base models and a training dataset $\mathcal{D}_t$ of $N$ instances, then the output of the $i$th network on the $n$th data example is designated by $f_i(x_n; \mathcal{D}_t) \in \mathbb{R}$ and the ensemble collective output is given by

$$\tilde{f}(x_n; \mathcal{D}_t) = \sum_{i=1}^{M} \alpha_i f_i(x_n; \mathcal{D}_t), \tag{7}$$
where $x_i$ is the averaging weight of the $i$th component network and reflects the contribution of this component in the final ensemble decision. In other words, the averaging weights must satisfy $\sum_{i=1}^{M} x_i = 1$ and $0 \leq x_i \leq 1$. For simplicity, however, uniform averaging weights are adopted in our study i.e., $x_i = \frac{1}{M}$, $i = 1, \ldots, M$.

The learning errors of the ensemble base models and the ensemble model can be defined by Eq. (2) by considering the base models independently and the ensemble model as a whole single model, respectively, as follows

$$
E_i = \sum_{n=1}^{N} \frac{1}{2} (f_i(x_n) - y_n)^2, \quad i = 1, \ldots, M,
$$

(8)

$$
E_{en} = \frac{1}{N} \sum_{n=1}^{N} (\hat{f}(x_n) - y_n)^2.
$$

(9)

Using Eqs. (4) and (7), the generalization error of the ensemble model $\hat{f}$, averaged over all possible training datasets $D_t$ of size $N$, is written as follows

$$
E_f(D_t) = E_{D_t} \left\{ \frac{1}{N} \sum_{n=1}^{N} (\hat{f}(x_n; D_N) - y_n)^2 \right\},
$$

(10)

where $\hat{f}(x_n; D_N) = \frac{1}{M} \sum_{i=1}^{M} f_i(x_n; D_N)$ is the ensemble output given an input $x_n$ and learnt on a realization of $D_N$.

In traditional ensemble learning algorithms, the base models can be trained independently in a parallel way as adopted in Bagging [1] or sequentially as used in Boosting [2,3]. However, such learning algorithms focus only on minimizing the individual learning errors given in Eq. (8). In order to deeply understand the ensemble generalization abilities, Theorem 2 is recalled from [29] and formulated as follows.

**Theorem 2.** The generalization error of an ensemble, given in Eq. (10), in which all components are trained using the same dataset can be expressed using the following bias/variance/covariance decomposition

$$
E_f(D_t) = \frac{1}{N} \sum_{n=1}^{N} \left[ \frac{1}{M} \text{Var}(x_n) + \left( \frac{M-1}{M} \right) \text{Cov}(x_n) + \text{Bias}(x_n) \right]^2
$$

(11)

where

$$
\text{Var}(x_n) = \frac{1}{M} \sum_{i=1}^{M} E_{D_n} \left\{ (f_i - E_{D_n} f_i)^2 \right\},
$$

$$
\text{Cov}(x_n) = \frac{1}{M(M-1)} \sum_{i=1}^{M} \sum_{j=i+1}^{M} E_{D_n} \left\{ (f_i - E_{D_n} f_i)(f_j - E_{D_n} f_j) \right\},
$$

$$
\text{Bias}(x_n) = \frac{1}{M} \sum_{i=1}^{M} \left( E_{D_n} f_i - y_n \right).
$$

Notice that $f_i(x_n; D_N)$ and $f(x_n)$ are used interchangeably to denote the output of the model $f$, trained on a realization of $D_N$, given an input observation $x_n$. $\text{Var}(x_n)$ and $\text{Bias}(x_n)$ are actually the average individual variances and biases, respectively. The proof of Theorem 2 can be read in [29]. In fact, managing the covariance term $\text{Cov}(x_n)$ explicitly helps in controlling the disagreement among ensemble components’ outputs and hence producing better generalized ensemble model. Some details can be found in [10].

Negative correlation learning (NCL) was proposed to reduce the covariance among ensemble individuals while the variance and bias terms are not increased. Unlike traditional ensemble learning approaches, NCL was introduced to train base models simultaneously in a cooperative manner that decorrelates individual errors $E_i$ [14,30]. Mathematically, the learning error of the $i$th base model, given in Eq. (8), was modified to include a decorrelation penalty term $p_i$ as follows

$$
e_i = \sum_{n=1}^{N} \left[ \frac{1}{2} (f_i(x_n) - y_n)^2 + \lambda p_i(x_n) \right].
$$

(12)

where $\lambda \in [0, 1]$ is a regularizing factor. The penalty term $p_i$ can be designed in different ways depending on whether the ensemble networks are trained sequentially or parallelly. For instance, it could decorrelate the current learning network with all previously learned networks [14]

$$
p_i(x_n) = (f_i(x_n) - y_n) \sum_{j=1}^{i-1} (f_j(x_n) - y_n).
$$

(13)

The penalty term in Eq. (12) can be designed in a way that preserves decorrelation between pairs of networks yet allows alternate networks to be trained independently [14]. In [30], a new penalty term was proposed and formulated as follows
\[ p_i(x_n) = (f_i(x_n) - \bar{f}(x_n)) \sum_{j \neq i} (f_j(x_n) - \bar{f}(x_n)). \]  

(14)

Notice that the penalty term in Eq. (14) reduces the correlation mutually among all ensemble individuals by using the actual ensemble output \( \bar{f}(x_n) \) instead of the target function \( y_n \). The work in [10] thoroughly analyzed the characteristics of NCL technique and showed that it really works for multilayer perceptron (MLP) and radial basis function (RBF) networks. More explanation on why negative correlation learning does work for building good ensembles can be found in [10].

3. Decorrelated neural-net ensembles with random weights

The assurance of well-balanced trade-off between the bias and variance of single RVFL learner is a difficult task due to the uncertainties in the learning process that are caused by the random initializations of basis functions. Different initial settings for the RVFL networks lead to different solutions. In order to reduce the impact of these factors on the generalization error of a learning system, a cluster of RVFL networks are combined together to produce efficient predictions [5,22]. In this paper, we propose a new ensemble learning approach that uses RVFL networks as ensemble components and it is fitted in negative correlation learning framework. Since RVFL networks do not require learning all their parameters (basis functions are set for the RVFL networks lead to different solutions. In order to reduce the impact of these factors on the generalization error of a learning system, a cluster of RVFL networks are combined together to produce efficient predictions [5,22]. In this paper, we propose a new ensemble learning approach that uses RVFL networks as ensemble components and it is fitted in negative correlation learning framework. Since RVFL networks do not require learning all their parameters (basis functions are set randomly), we seek a simple and fast solution to calculate the output weights of the base RVFL networks. This solution should take into account the correlation among the base RVFL networks in the output space and make sure it is at minimum. Although DNNE aims at encouraging the diversity among ensemble components by reducing the correlation among their outputs, it still maintains an overall good ensemble accuracy. Next, we present our method in details.

Given an ensemble of RVFL networks and a training dataset \( \mathcal{D}_1 \) of \( N \) instances, by substituting the penalty term \( p_i \) in Eq. (12) with (14), the decorrelated error of the \( i \)th individual is expressed as follows

\[ e_i = \sum_{n=1}^{N} e_i(x_n) = \sum_{n=1}^{N} \frac{1}{2} (f_i(x_n) - y_n)^2 - \hat{\lambda}(f_i(x_n) - \bar{f}(x_n))^2. \]  

(15)

Note that we use uniform averaging weights to combine ensemble base RVFL networks i.e.,

\[ \hat{f}(x_n) = \frac{1}{M} \sum_{i=1}^{M} f_i(x_n) \quad \text{and} \quad \sum_{j=1}^{L} (f_j(x_n) - \hat{f}(x_n)) = -(f_i(x_n) - \hat{f}(x_n)). \]  

(16)

Here, we relax the assumption that the ensemble output \( \hat{f}(x_n) \) is constant. Moreover, since RVFL networks are used to populate our ensemble, the output of the \( i \)th base network, stimulated with an instance \( x_n \), is given by

\[ f_i(x_n) = \sum_{j=1}^{L} \beta_{ij} g_j(x_n), \]  

(17)

where \( L \) is the number of basis functions (hidden neurons) in the \( i \)th individual RVFL network; \( \beta_{ij} \) is the output weight connecting the \( j \)th hidden neuron with the output neuron in the \( i \)th base model; \( g_j(x_n) = G_j(w_j, b_j, x_n) \) is the output of the \( j \)th hidden neuron in the \( i \)th base model; and \( G \) can be any squashing basis function.

In this study, we assume homogeneous hidden nodes for all base networks, i.e., one type of squashing functions is used for all hidden neurons. As mentioned earlier, the parameters \( (w_j, b_j) \) of the basis functions \( g_j \) are randomly set while the only parameters to be tuned are the output weights \( \beta_{ij} \). Therefore, NCL ensemble models attain an optimal performance when the gradient of the error function in Eq. (15) vanishes with respect to the output weights \( \beta_{ij} \), that is,

\[ \nabla e_i = 0 \quad \text{for} \quad i = 1, \ldots, M; \quad \text{which leads to} \]

\[ \frac{\partial e_i}{\partial \beta_{ij}} = \sum_{n=1}^{N} \frac{\partial e_i(x_n)}{\partial \beta_{ij}} = 0, \quad \text{for} \quad j = 1, \ldots, L. \]  

(18)

We assume here that all base networks have similar architecture and the same dataset is used to train all of them. Using calculus, we have

\[ \frac{\partial e_i(x_n)}{\partial \beta_{ij}} = \frac{\partial}{\partial \beta_{ij}} \left[ \frac{1}{2} (f_i(x_n) - y_n)^2 - \hat{\lambda}(f_i(x_n) - \bar{f}(x_n))^2 \right] = (f_i(x_n) - y_n)g_j(x_n) - 2\hat{\lambda}(f_i(x_n) - \bar{f}(x_n)) \left( 1 - \frac{1}{M} \right) g_j(x_n) \]

\[ = g_j(x_n)(f_i(x_n) - y_n) - \gamma(f_i(x_n) - \bar{f}(x_n)), \]  

(19)

where

\[ \gamma = 2\hat{\lambda} \left( \frac{M - 1}{M} \right). \]  

(20)

Substituting Eq. (16) in Eq. (19), we get

\[ \frac{\partial e_i(x_n)}{\partial \beta_{ij}} = g_j(x_n) \left[ 1 - \gamma + \frac{\gamma}{M} \right] f_i(x_n) + \frac{\gamma}{M} \sum_{j=1}^{M} f_i(x_n) - y_n. \]  

(21)
Using Eq. (17), Eq. (21) can be rewritten as

\[
\frac{\partial e_i(x_n)}{\partial b_{ij}} = g_{ij}(x_n) \left[ (1 - \gamma + \frac{\gamma}{M}) \sum_{k=1}^{L} \beta_{ik} g_{ik}(x_n) + \frac{\gamma}{M} \sum_{l=1}^{M} \sum_{k=1}^{L} \beta_{il} g_{ik}(x_n) - y_n \right].
\] (22)

Rearranging Eq. (22) gives

\[
\frac{\partial e_i(x_n)}{\partial b_{ij}} = \left( 1 - \gamma + \frac{\gamma}{M} \right) \sum_{k=1}^{L} \beta_{ik} g_{ik}(x_n) + \frac{\gamma}{M} \sum_{l=1}^{M} \sum_{k=1}^{L} \beta_{il} g_{ik}(x_n) - g_{ij}(x_n)y_n.
\] (23)

From Eqs. (15) and (22), we have

\[
\frac{\partial e_i}{\partial b_{ij}} = \left( 1 - \gamma + \frac{\gamma}{M} \right) \sum_{k=1}^{L} \beta_{ik} \sum_{n=1}^{N} g_{ij}(x_n)g_{ik}(x_n) + \frac{\gamma}{M} \sum_{l=1}^{M} \sum_{k=1}^{L} \beta_{il} \sum_{n=1}^{N} g_{ij}(x_n)g_{ik}(x_n) - \sum_{n=1}^{N} g_{ij}(x_n)y_n.
\] (24)

Finally, by Eqs. (18) and (24), we obtain

\[
\sum_{k=1}^{L} C_1 \varphi(i,j,k)\beta_{ik} + \sum_{l \neq i}^{M} \sum_{k=1}^{L} C_2 \varphi(i,j,l,k)\beta_{ik} = \varphi(i,j),
\] (25)

where \( i = 1, \ldots, M; j = 1, \ldots, L \) and

\[
C_1 = 1 - \gamma + \frac{\gamma}{M}, \quad C_2 = \frac{\gamma}{M},
\] (26)

\[
\varphi(i,j,k,l) = \sum_{n=1}^{N} g_{ij}(x_n)g_{ik}(x_n), \quad \varphi(i,j) = \sum_{n=1}^{N} g_{ij}(x_n)y_n.
\] (27)

Here, \( C_1 \) and \( C_2 \) are two constants; \( \varphi(i,j,k,l) \) represents the correlation between the \( j \)th hidden neuron of the \( i \)th individual RVFL network and the \( k \)th hidden neuron of the \( l \)th individual RVFL network; and \( \varphi(i,j) \) models the correlation between the \( j \)th hidden neuron of the \( i \)th base network and the target function \( \psi(x) \). By Eqs. (20) and (26), the two constants \( C_1 \) and \( C_2 \) can be expressed as follows

\[
C_1 = 1 - 2\lambda \left( \frac{M-1}{M} \right)^2, \quad C_2 = 2\lambda \frac{M-1}{M^2}.
\] (28)

Applying Eq. (25) to all individual errors \( e_i \) and all output weights \( \beta_{ij} \) \((i = 1, \ldots, M; j = 1, \ldots, L)\), a linear system of \( M \times L \) equations is derived. Therefore, solving this linear system with respect to \( \beta_{ij} \) yields an RVFL ensemble model. To facilitate this computational task, we write this linear system in a matrix form as follows

\[
H_{corr}B_{ens} = T_h,
\] (29)

where \( H_{corr} \) is called the hidden correlation matrix, \( B_{ens} \) is the global output weights matrix and \( T_h \) is the hidden-target matrix. \( H_{corr} \) is defined as follows

\[
H_{corr} = \begin{bmatrix}
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
C_1 \varphi(1,1,1,1) & \ldots & C_1 \varphi(1,1,1,L) & \ldots & C_2 \varphi(1,1,1,1,1) & \ldots & C_2 \varphi(1,1,1,1,M,L) \\
\end{bmatrix}_{(ML \times ML)}
\]

or \( H_{corr}(p,q) = \begin{cases} 
C_1 \varphi(m,n,k,l) & \text{if } m = k; \\
C_2 \varphi(m,n,k,l) & \text{otherwise};
\end{cases} \)
where \( p, q = 1, \ldots, M \times L \); \( m = \left\lfloor \frac{p}{L} \right\rfloor \); \( n = ((p-1) \mod L) + 1; \) \( k = \left\lfloor \frac{q}{L} \right\rfloor \); \( l = ((q-1) \mod L) + 1; \) and \( \text{mod} \) is the modulo operation; \( B_{\text{ens}} \) and \( T_h \) are defined as follows:

\[
B_{\text{ens}} = [\beta_{11}, \ldots, \beta_{1L}, \beta_{21}, \ldots, \beta_{2L}, \ldots, \beta_{M1}, \ldots, \beta_{ML}]^{T}_{ML \times 1},
\]

\[
T_h = [\phi(1,1), \ldots, \phi(1,L), \phi(2,1), \ldots, \phi(2,L), \ldots, \phi(M,1), \ldots, \phi(M,L)]^{T}_{ML \times 1}.
\]

Instead of using gradient descent-based quadratic optimization techniques to tune the linear parameters \( \beta_{ij} \), an analytical solution can be derived by using Eq. (29), that is

\[
\hat{B}_{\text{ens}} = H_{\text{corr}}^{-1} T_h.
\]

### Algorithm 1. DNNE algorithm.

```
Require: Training dataset \( D_t \), a basis function \( G : R \rightarrow R \); default is Sigmoid, scaling coefficient \( \lambda \in [0,1] \), the size of base model \( L \), and the number of base models \( M \).
Ensure: Trained DNNE model.
1: Initialize the architecture of \( M \) SLFNs to be the ensemble base models.
2: Initialize the basis functions of base models randomly i.e., \( w_j, b_j \) are randomly set.
3: Calculate the outputs of the hidden layers of base models for all examples in \( D_t \) i.e., calculate \( g_j(x_n) \).
4: Calculate the constants \( C_1 \) and \( C_2 \).
5: for \( p \leftarrow 1 \) to \( M \times L \)
6: \( m \leftarrow \left\lfloor \frac{p}{L} \right\rfloor \)
7: \( n \leftarrow ((p-1) \mod L) + 1 \)
8: for \( q \leftarrow 1 \) to \( M \times L \)
9: \( k \leftarrow \left\lfloor \frac{q}{L} \right\rfloor \)
10: \( l \leftarrow ((q-1) \mod L) + 1 \)
11: if \( m = k \) then
12: \( H_{\text{corr}}[p,q] \leftarrow C_1 \phi(m,n,k,l) \)
13: else
14: \( H_{\text{corr}}[p,q] \leftarrow C_2 \phi(m,n,k,l) \)
15: end if
16: end for
17: end for
18: \( k \leftarrow 1 \)
19: for \( i \leftarrow 1 \) to \( M \)
20: for \( j \leftarrow 1 \) to \( L \)
21: \( T_h[k] \leftarrow \phi(i,j) \)
22: \( k \leftarrow k + 1 \)
23: end for
24: end for
25: Calculate \( H_{\text{corr}}^{-1} \), the pseudo-inverse inverse of \( H_{\text{corr}} \).
26: Calculate the estimated global output weights matrix \( \hat{B}_{\text{ens}} \) from Eq. (31).
27: for \( i \leftarrow 1 \) to \( M \)
28: Output weights of base model \( i \leftarrow \hat{B}_{\text{ens}}[(i-1)L + 1 : iL] \)
29: end for
30: return Ensemble model (DNNE).
```

It has been aware that the matrix \( H_{\text{corr}} \) tends to be ill-conditioned when dealing with real datasets in practice, especially when two or more basis functions are linearly correlated. In fact, the magnitudes of the resulting parameter values \( \beta_{ij} \) will be quite large which is not desirable indeed. To overcome this technical trouble, as done in numerical analysis, we employ the well-known singular value decomposition (SVD) techniques [31] to evaluate the parameters vector in this study. Denoted by \( H_{\text{corr}}^{-1} \) as the generalized pseudo-inverse of the matrix \( H_{\text{corr}} \) [23]. Thus, the estimated parameters vector given by Eq. (30) can be evaluated as

\[
\hat{B}_{\text{ens}} = H_{\text{corr}}^{-1} T_h.
\]

Algorithm 1 describes our proposed learning scheme for building neural-net ensembles with random weights. Obviously, it can be seen that our proposed NCL-based ensemble technique with a fast component model builder outperforms other NCL-based ensemble techniques where some classical training algorithms such as back-propagation algorithm are
employed. Based on this understanding, it does not make sense to take a long run to make performance comparisons against BP-based ensembles.

**Remark 1.** It should be pointed out that, with the best of our knowledge, feed-forward neural networks with random weights assignment have been originally proposed by Schmidt and his co-worker in [21]. Such an idea has been further explored by Igelnik and Pao in [22] where a significant result on universal approximation theorem was established. Recently, this kind of learner models with random parameters has received considerable attention due to its applicability for real-time data processing. In [26], Tyukin and Prokhorov regarded this type of neural networks as random basis function approximators. They provide some deeper insights on the feasibility of such random models for modeling and control applications. Their reported results are quite informative and useful to better understanding the problems associated with the randomness in the learner model. In this paper, we employ the same approach as used in [21] to derive an analytic expression of the weights in output layer, but with a different objective cost function.

**Remark 2.** The random input weights of base RVFL networks can be selected in different ways in order to improve the performance of the ensemble model. For example, the input weights can be selected so that the feature vectors generated from the hidden neurons are distributed on the surface of a ball centered at the origin of the feature space, but in a higher dimension space. However, this paper does not make any assumption on the selection of input weights. DNNE randomly initializes input weights using a uniform distribution $[-1, +1]$. On the other hand, the hidden feature vectors are scattered in a cube $[0, 1]^d$ when a sigmoidal function is used as a basis function. Ideally, the hidden feature vectors of each base RVFL network in the ensemble model covers different regions in the feature space.

### 4. Performance evaluation

This section investigates the performance of DNNE ensembles and then compares it with other popular ensembling approaches: simple, bagging, boosting and random forests. We tried different configurations for the tested ensembles to figure out the effect of each design parameter on the generalization performance of each ensemble approach.

#### 4.1. Datasets

Nine datasets have been selected to analyze the performance of our method on regression tasks. Among these datasets, four datasets are used to justify the function approximation capabilities of our ensemble method. These functions are: 3-d Mexican Hat, Friedman #1, Friedman #3 and Multi. The domain variables of these functions are randomly generated using a uniform probability distribution $U[a, b]$; where $a$ and $b$ are the lower and upper bounds of the corresponding variables, respectively. The size of each dataset and the constraints on its variables are listed in Table 1. A random Gaussian noise $\epsilon$ with zero mean $N(0, 0.02)$ was also added to all examples during training in order to reliably measure the learning capabilities of the tested methods. However, testing examples are noise-free. The remaining datasets model real world applications obtained from UCI repository [32], StatLib repository (lib.stat.cmu.edu) and Delve repository (http://www.cs.toronto.edu/delve); below is a brief summary of each dataset.

- **California Housing dataset**: contains 20,640 observations for estimating the median house prices in California, U.S. Each characterized by eight continuous features (median income, housing median age, total rooms, total bedrooms, population, households, latitude, and longitude).
- **Quake dataset**: contains information for 2178 earthquakes occurred between January 1964 and February 1986 and each one was determined by three real variables (focal depth, latitude and longitude).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Function/dependent variable</th>
<th>Attributes</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-d Mex. hat</td>
<td>$y = \sin(\pi x_1^2 + x_2^2) + \frac{\sin(\sqrt{x_1^2 + x_2^2})}{\sqrt{x_1^2 + x_2^2}} + \epsilon$</td>
<td>$x_i \sim U[-4\pi, 4\pi]$</td>
<td>3000</td>
</tr>
<tr>
<td>Friedman #1</td>
<td>$y = 10\sin(\pi x_1 x_2) + 20(x_1 - 0.5)^2 + 10x_1 + 5x_2 + \epsilon$</td>
<td>$x_1 \sim U[0, 1]$</td>
<td>5000</td>
</tr>
<tr>
<td>Friedman #3</td>
<td>$y = \tan^{-1}(5x_1 - x_2) + \epsilon$</td>
<td>$x_1 \sim U[0, 100]$</td>
<td>3000</td>
</tr>
<tr>
<td>Multi</td>
<td>$y = 0.79 + 1.27x_1 x_2 + 1.56x_1 x_4 + 3.42x_2 x_5 + 2.06x_1 x_4 x_5 + \epsilon$</td>
<td>$x_i \sim U[0, 1]$</td>
<td>4000</td>
</tr>
<tr>
<td>Cal. housing</td>
<td>House price</td>
<td>$[x_1, \ldots, x_6] \in R$</td>
<td>20640</td>
</tr>
<tr>
<td>Quake</td>
<td>Earthquake magnitude</td>
<td>$[x_1, \ldots, x_6] \in R$</td>
<td>2178</td>
</tr>
<tr>
<td>Space ga</td>
<td>Proportion of votes cast per county</td>
<td>$[x_1, \ldots, x_6] \in R$</td>
<td>3107</td>
</tr>
<tr>
<td>Abalone</td>
<td>Abalone age</td>
<td>$[x_1, \ldots, x_6] \in R$</td>
<td>4177</td>
</tr>
<tr>
<td>Comp. activ.</td>
<td>CPU running time in user mode</td>
<td>$[x_1, \ldots, x_{12}] \in R$</td>
<td>8192</td>
</tr>
</tbody>
</table>
• Space ga dataset holds 3107 spatial data records on the U.S. county votes cast in the 1980 presidential elections and each record is composed of six input attributes (the population in each county, population in each county with a 12th grade or higher education, the number of owner-occupied housing units, the aggregate income, the X coordinate of the county, and the Y coordinate of the county) and one output dependent variable (logarithm of the proportion of votes cast per county).
• Abalone dataset is used to predict the age of abalone (number of rings in the shell) from eight physical measurements (sex, length, diameter, height, whole weight, shucked weight, viscera weight and shell weight) of 4177 abalones.
• Computer Activity dataset describes the portion of time that CPUs run in user-mode, based on 8192 computer system activities collected from a Sun SPARCstation 20/712 with 2 CPUs and 128 MB of memory running in a multi-user university department, and each system activity is evaluated using 12 system measures (number of reads and number of writes between system memory and user memory, number of system calls of all types, number of system read calls, number of system write calls, number of system fork calls, number of system exec calls, number of characters transferred by read calls, number of characters transferred by write calls, process run queue size, number of memory pages available to user processes, and number of disk blocks available for page swapping).

A summary of all datasets information is presented in Table 1. Note that all input and output attributes were normalized as follows

$$\hat{x} = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$

where $\hat{x}$ is the new normalized value of the attribute $x$; and $x_{\text{min}}$ and $x_{\text{max}}$ are the minimum and maximum values of the attribute $x$, respectively.

4.2. Experiments setup

Different datasets and different ensemble methods require different parameter values. In all methods, we use the RVFL network with Sigmoid basis function $G(x) = 1/(1 + e^{-x})$ as a base learner. In simple averaging, bagging, boosting and ERWNE, the component RVFL networks are trained using standard least squares method as described in page 142 of [31]; while CART algorithm [33] is used to train the base trees of random forest ensembles. In fact, there are three parameters to be set for our ensemble method DNNE (number of basis functions in RVFL networks $L$, ensemble size $M$, and penalty coefficient $\lambda$), two parameters for simple averaging ensemble ($L$ and $M$), three parameters for bagging ($L$, $M$, and bootstrap sampling size), four parameters for boosting ($L$, $M$, bootstrap sampling size, and threshold $\phi$ for weighting incorrect predictions). Note that ada-boost.RT version [34] is used to compare boosting algorithm with our method since it is one of the best boosting algorithms for data regression.

Exhaustive linear search strategy was adopted to find the optimal values for these parameters. The ensemble size $M$ was searched in the range $[2, 15]$ with step 1 and the number of basis functions $L$ in RVFL networks was searched in the range $[5, 50]$ with step 5. Similarly, the penalty coefficient $\lambda$ and the boosting threshold $\phi$ were searched in the range $[0, 1]$ with steps 0.1 and 0.01, respectively. Moreover, 60% of the training examples were frequently sampled for bagging and boosting ensembles. On the other hand, the component decision trees of random forests were used with no pruning and the number of base trees was searched in the range $[5, 100]$ with step 5. The random selection ratio of features was searched in the range $[0, 1]$ with step 0.1. All parameter values can be further tuned using other model selection methods, but we are only interested in highlighting the relative performance of DNNE ensemble in comparison with other ensembling methods. It is worthwhile mentioned that we use the same initial weights for the base networks in DNNE and simple averaging ensemble models. This demonstrates the effectiveness of negative correlation learning against simple independent learning. Note that the same RVFL network architecture is used for all ensemble individuals.

All methods were assessed using 10-fold cross-validation procedure. Each dataset is randomly partitioned into ten subsets that initiate 10 runs for each experiment. For each run, two subsets are used for testing and parameters selection and the remaining subsets are used all together for training. The performance measurements from all folds are collected and averaged over ten. Due to the randomness of weights and data sampling, each experiment is simulated ten times for more reliable results. Then, the results from all simulations are averaged. The Root Mean Squares Error (RMSE) metric is calculated on the testing subsets in order to evaluate the generalization capabilities of the tested methods, and it is given by

$$E = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \left( \frac{1}{M} \sum_{i=1}^{M} f_i(x_n) - y_n \right)^2},$$

where $N$ is the number of testing examples; $M$ is the number of base networks; and $f_i(x_n)$ is the output of the $i$th base network given an input $x_n$.

Eventually, the simulations were executed on a computer of 2 processors, each one with 3.0 GHz frequency, and 4.0 GB of RAM. Multiprocessing strategy has been used to run the simulations efficiently.
4.3. Results and discussion

4.3.1. Performance analysis of DNNE algorithm

We thoroughly investigate the performance of our proposed approach in different experimental designs. Fig. 1 plots the testing generalization error of DNNE models (solid lines) and the testing generalization error of simple averaging ensemble models (dashed lines) for different ensemble sizes and for all datasets. At each ensemble size in Fig. 1, the best penalty coefficient and best number of hidden neurons in the RVFL networks are used. We observe from Fig. 1 that increasing the number of base networks is not always beneficial for the ensemble generalization accuracy and the performance of DNNE algorithm is always better than the performance of simple averaging method regardless of the ensemble size. However, Quake dataset reveals an unexpected behavior at four base networks. It can be seen from four datasets in Fig. 1 that our ensemble approach DNNE gains in accuracy when the ensemble expands up to 12 components (see Quake, Space ga, Abalone and Computer Activity). This can be due to the different datasets complexities. Apparently, 4–12 base networks are sufficient to constitute well generalized ensemble models with random weights using our algorithm.

Not only the ensemble size impacts the generalization performance of an ensembling method. Fig. 2 illustrates how the number of basis functions in the base networks can affect the accuracy of DNNE models (solid lines). In most of the experiments (3d Mexican Hat, Friedman #1, Friedman #3, California Housing, Space ga, Abalone, and Computer Activity), enlarging the hidden layer of base networks can reflect in a better performance. However, the testing RMSE of DNNE tends to become quite stable as the number of basis functions in RVFL networks approaches 40. In the other two datasets, DNNE method benefits from merging the ensemble components rather than from increasing the number of basis functions. 25 and 5 basis functions were sufficient to gain best accuracy for the Multi and Quake problems, respectively. These observations are expected because our algorithm tries to map the problem input space in a way that each base network learns different part of the features space. In addition to that, Fig. 2 reports that ensemble models outperform single models even when random weights are used (compare the solid and dashed lines with the dotted lines). It is also evident from Fig. 2 that DNNE models attain better generalization accuracies than simple averaging models regardless of the size of hidden layers in base networks. The Quake dataset, however, shows comparable performance for both approaches.

Fig. 1. Average testing RMSEs of DNNE ensembles and simple ensembles for different ensemble sizes. Solid lines are for DNNE ensembles and dashed lines are for simple averaging ensembles.
Besides the ensemble size and the number of basis functions in RVFL networks, the penalty coefficient of negative correlation learning plays a key role in the performance of our DNNE algorithm. Fig. 3 presents the testing RMSE of our method in terms of the penalty coefficient and for different base network complexities. The solid, dotted and dashed lines represent the performance measures for 10, 30, and 50 basis functions in the RVFL networks, respectively. Although the penalty coefficient values were searched in the range $\frac{1}{C}$, we do not display the whole scale for sake of graphics clarity and only show the efficient ranges. Fig. 3 demonstrates that the testing generalization error slightly declines as the penalty coefficient value increases. However, the performance of DNNE dramatically improves when $k < 0.5$. This result can be interpreted due to the scaling factor $1/2$ in the first term of Eq. (15). It forces the learning algorithm to focus on the first term rather than the penalty term when $k < 0.5$. Fig. 3 is also consistent with the results of Fig. 2, that is, increasing the number of basis functions is beneficial for most study cases (can be seen from the solid lines).

It is worthy noted that although the basis functions of base RVFL networks (hidden neurons) work in a linear mode, the proposed learning model (DNNE) could model nonlinear relationships between the input and output variables in the investigated datasets. This linearity emerges because the input weights and biases are randomly fixed and only the output weights of base networks are updated.

### 4.3.2. Comparison with other ensemble methods

Tables 2 and 3 compare the performance of our method with four popular ensemble approaches: simple averaging, bagging, adaboost.rt and random forests in addition to single RVFL networks and our previous work (denoted by ERWNE in Table 2). The reported results were collected based on the best parameter values for each method and each dataset (can be seen in Table 4). They were selected by using the same search criteria explained in Section 4.2. From Tables 2 and 3, it is evident that our proposed ensemble method DNNE always performs better than other ensemble approaches including our previous work ERWNE [12]. Moreover, the complexity of DNNE models is much simpler than that of other ensemble models in five cases and comparable with others in four cases (compare $M_1$, $M_2$, $M_3$ and $M_4$ columns in Table 4). Since DNNE and random forest ensemble models have different base learners, it is useful to compare their performance closely. Table 2 shows that DNNE greatly outperforms random forests in all datasets except in Quake dataset where DNNE performs slightly better. The performance of random forests greatly degrades in the four artificial function approximation datasets (3d Mexican Hat, Friedman #1, Friedman #3, and Multi) and this is due to its high sensitivity to noisy data. In terms of ensemble size, the size of...
Fig. 3. Average testing RMSE of DNNE ensemble for different penalty coefficient values and base network sizes with specific number RVFL networks. Dashed lines are for DNNE ensembles with 10 hidden neurons in the base networks, dotted lines are for DNNE ensembles with 30 hidden neurons and solid lines are for DNNE ensembles for 50 hidden neurons.

Table 2
Comparison of testing RMSEs of DNNE, ERWNE, single RVFL network and random forest ensembles.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DNNE</th>
<th>ERWNE</th>
<th>Random forest</th>
<th>RVFL network</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-d Mex. hat</td>
<td>0.0201 ± 0.0024</td>
<td>0.0847 ± 0.0012</td>
<td>0.1380 ± 0.0001</td>
<td>0.1005 ± 0.0036</td>
</tr>
<tr>
<td>Friedman #1</td>
<td>0.0571 ± 0.0032</td>
<td>0.3976 ± 0.0151</td>
<td>4.89163 ± 0.001597</td>
<td>0.7738 ± 0.1220</td>
</tr>
<tr>
<td>Friedman #3</td>
<td>0.0465 ± 0.0020</td>
<td>0.0690 ± 0.0012</td>
<td>0.1380 ± 0.0008</td>
<td>0.0731 ± 0.0020</td>
</tr>
<tr>
<td>Multi</td>
<td>0.0048 ± 0.0003</td>
<td>0.0383 ± 0.0034</td>
<td>1.1510 ± 0.0006</td>
<td>0.1127 ± 0.0268</td>
</tr>
<tr>
<td>Cal. housing</td>
<td>0.1285 ± 0.0011</td>
<td>0.1290 ± 0.0015</td>
<td>0.2275 ± 0.0020</td>
<td>0.1320 ± 0.0015</td>
</tr>
<tr>
<td>Quake</td>
<td>0.171420 ± 0.0001</td>
<td>0.171478 ± 0.0002</td>
<td>0.171970 ± 0.0002</td>
<td>0.171478 ± 0.0003</td>
</tr>
<tr>
<td>Space ga</td>
<td>0.0334 ± 0.0003</td>
<td>0.0342 ± 0.0006</td>
<td>0.0618 ± 0.0001</td>
<td>0.0346 ± 0.0008</td>
</tr>
<tr>
<td>Abalone</td>
<td>0.0750 ± 0.0006</td>
<td>0.0757 ± 0.0011</td>
<td>0.1017 ± 0.0005</td>
<td>0.0769 ± 0.0024</td>
</tr>
<tr>
<td>Comp. activ.</td>
<td>0.0326 ± 0.0004</td>
<td>0.0353 ± 0.0010</td>
<td>0.0829 ± 0.0001</td>
<td>0.0443 ± 0.0042</td>
</tr>
</tbody>
</table>

Table 3
Comparison of testing RMSEs of DNNE, simple and bagging ensembles and Adaboost.Rt.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DNNE</th>
<th>Simple</th>
<th>Bagging</th>
<th>Adaboost.Rt</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-d Mex. hat</td>
<td>0.0201 ± 0.0024</td>
<td>0.0920 ± 0.0017</td>
<td>0.0910 ± 0.0012</td>
<td>0.0908 ± 0.0012</td>
</tr>
<tr>
<td>Friedman #1</td>
<td>0.0571 ± 0.0032</td>
<td>0.5571 ± 0.0048</td>
<td>0.5322 ± 0.0037</td>
<td>0.5326 ± 0.0025</td>
</tr>
<tr>
<td>Friedman #3</td>
<td>0.0465 ± 0.0020</td>
<td>0.0710 ± 0.0009</td>
<td>0.0705 ± 0.0007</td>
<td>0.0722 ± 0.0008</td>
</tr>
<tr>
<td>Multi</td>
<td>0.0048 ± 0.0003</td>
<td>0.0640 ± 0.0092</td>
<td>0.0126 ± 0.0008</td>
<td>0.0495 ± 0.0074</td>
</tr>
<tr>
<td>Cal. housing</td>
<td>0.1285 ± 0.0011</td>
<td>0.1299 ± 0.0007</td>
<td>0.1292 ± 0.0005</td>
<td>0.1290 ± 0.0004</td>
</tr>
<tr>
<td>Quake</td>
<td>0.171420 ± 0.0001</td>
<td>0.171421 ± 0.0001</td>
<td>0.171434 ± 0.0002</td>
<td>0.171445 ± 0.0002</td>
</tr>
<tr>
<td>Space ga</td>
<td>0.0334 ± 0.0003</td>
<td>0.0339 ± 0.0002</td>
<td>0.0339 ± 0.0004</td>
<td>0.0346 ± 0.0007</td>
</tr>
<tr>
<td>Abalone</td>
<td>0.0750 ± 0.0006</td>
<td>0.0753 ± 0.0006</td>
<td>0.0756 ± 0.0011</td>
<td>0.0757 ± 0.0010</td>
</tr>
<tr>
<td>Comp. activ.</td>
<td>0.0326 ± 0.0004</td>
<td>0.0357 ± 0.0005</td>
<td>0.0358 ± 0.0007</td>
<td>0.0378 ± 0.0010</td>
</tr>
</tbody>
</table>
random forest models is much greater than that of DNNE models, i.e., few networks are used in DNNE models compared with many decision trees used in RF models.

As mentioned in Section 1, we are looking for an efficient solution that reduces the training time of ensemble models. Fig. 4 illustrates the average training times of our current DNNE algorithm and our previous ERWNE algorithm that was developed in [12] along with the datasets sizes. It is evident that DNNE runs efficiently regardless of the dataset size while ERWNE suffers when the dataset size dramatically increases, as can be seen from Cal. Housing and Comp. Act. datasets. Note that the training time of DNNE for Comp. Act. is greater than the training time for Cal. Housing because the number of base models in Comp. Act. ensembles is larger (see Table 4).

5. Conclusions

Evolutionary approaches combined with gradient-based learning algorithms are mainly employed to build neural-net ensembles with high diversity among their base networks, while the overall ensemble accuracy is well maintained. However, these approaches, including our previous work in [12], are time consuming and exhaustively explore the ensemble hypotheses space. In this paper, we proposed an effective and efficient solution to build ensemble models in a very short time. The majority of RVFL networks’ weights (hidden layer weights and biases) are randomly assigned, and the rest of weights can be computed analytically based on the negative correlation learning (NCL) and least squares methods. The results show that our proposed algorithm is promising for data regression applications. It should be pointed out that this is the first study to investigate the effectiveness of least squares method in building ensemble models with random weights.

Although DNNE algorithm is effective and efficient, it still has some limitations. For instance, the performance of our DNNE is sensitive to the value of regularizing factor $\lambda$. It is interesting to do further research on how to reduce the influence of this free parameter on the algorithm performance. Another limitation of DNNE is the high computational complexity when it attempts to solve problems that require large number of RVFL networks with more hidden neurons. The computa-

\begin{table}[h]
\centering
\caption{Optimal parameter values of each dataset for the results in Tables 3 and 2.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
Dataset & DNNE & Bagging & Adaboost.RT & Forest \\
& $M_1^a$ & $L_1^b$ & $\lambda^c$ & $M_1^a$ & $L_1^b$ & $q^d$ & $M_2^e$ & $f^e$ \\
\hline
3-d Mex. hat & 6 & 50 & 0.6 & 15 & 50 & 15 & 50 & 0.15 & 30 & 0.1 \\
Friedman #1 & 6 & 50 & 0.6 & 15 & 50 & 15 & 50 & 0.05 & 75 & 1.0 \\
Friedman #3 & 6 & 50 & 0.6 & 15 & 50 & 15 & 50 & 0.05 & 75 & 1.0 \\
Multi & 4 & 25 & 0.6 & 15 & 50 & 15 & 35 & 0.05 & 100 & 0.9 \\
Cal. housing & 4 & 50 & 0.55 & 14 & 50 & 15 & 50 & 0.05 & 15 & 0.1 \\
Quake & 12 & 5 & 0.1 & 11 & 5 & 15 & 5 & 0.1 & 60 & 0.3 \\
Space ga & 4 & 50 & 0.5 & 12 & 50 & 15 & 50 & 0.05 & 25 & 1.0 \\
Abalone & 12 & 45 & 0.5 & 15 & 45 & 15 & 45 & 0.05 & 60 & 0.1 \\
Comp. activ. & 12 & 50 & 0.5 & 14 & 50 & 15 & 50 & 0.05 & 85 & 1.0 \\
\hline
\end{tabular}
\begin{flushleft}
$^a$ The ensemble size. \\
$^b$ The number of basis functions in the RVFL base networks. \\
$^c$ The penalty coefficient of the negative correlation learning formula. \\
$^d$ The incorrect predictions threshold. \\
$^e$ The features random selection percentage.
\end{flushleft}
\end{table}

Fig. 4. Comparison of average training time of our current DNNE algorithm and our previous ERWNE algorithm.
tional cost is mainly dominated by computing the matrix $H_{\text{corr}}$ and its pseudo-inverse. One way to alleviate this computational burden is to partition the whole training dataset into some subsets for building compact RVFL networks. Moreover, the pseudo-inverse matrix can be calculated using more efficient algorithms.

This work sets a basis for future research on building advanced neural-net ensembles with random weights. As can be seen that other basis functions, such as kernel functions used in support vector machines (SVMs) and Radial Basis Functions (RBFs), can be also employed in RVFL networks. As for if such a replacement can result in better performance, further empirical studies with comparisons are needed. Furthermore, with some adjustments, the proposed algorithm in this paper can be easily extended for data classification problems.
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