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Abstract—A new hybrid self-adaptive training approach-based
radial basis function (RBF) neural network for power transformer
fault diagnosis is presented in this paper. The proposed method
is able to generate RBF neural network models based on fuzzy
c-means (FCM) and quantum-inspired particle swarm optimiza-
tion (QPSO), which can automatically configure network structure
and obtain model parameters. With these methods, the number
of neuron, centers and radii of hidden layer activated functions,
as well as output connection weights can be automatically calcu-
lated. This learning method is proved to be effective by applying the
RBF neural network in the classification of five benchmark testing
data sets, and power transformer fault data set. The results clearly
demonstrated the improved classification accuracy compared with
other alternatives and showed that it can be used as a reliable tool
for power transformer fault analysis.

Index Terms—Computational methods, particle swarm opti-
mization, power transformer fault diagnosis, radial basis function
(RBF) neural network.

I. INTRODUCTION

OWER system stability depends on the reliable opera-
P tion of various individual components within the network.
Power transformer is one of the necessary and significant units
in the transmission and distribution levels of a power system;
however, it is subjected to many different types of faults which
may cause interruptions in power supply, consequently result in
serious economic losses as well as social impacts. As a result,
effective fault diagnosis approaches are warrant to detect and
analyze the power transformer internal faults, and eliminate the
associated impacts to the lowest possible level.
To understand the phenomena of transformer faults, different
methods have been suggested and reported [1]-[9]. Dissolved
gas analysis (DGA) method has been widely accepted and used
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in the internal faults diagnosis of power transformers for years
[1]. Because once the internal faults occur, the rate of cellulose
and oil degradation will increase significantly. These fault gases
are produced by degradation of transformer oil and solid insu-
lating materials. However, the key gas and ratio techniques are
mainly built on the knowledge/experience gained from previous
fault diagnosis, which might vary from utility to utility, and no
general mathematical rule can be summarized. Fortunately, the
artificial intelligence-based methods provide a perfect solution
to the deficiency, which include expert systems [2], fuzzy logics
[3], [4], artificial neural networks (ANNs) [5]-[8], and support
vector machine (SVM) [9]. The expert systems and fuzzy logic
approaches involve human expertise, and have many successful
applications. However, the major challenge is how to acquire
expert experience, and transform this prior human knowledge
into decision rules and membership functions. Furthermore, the
final accuracy largely depends on the completeness and repre-
sentation of accumulated human experience/knowledge. ANNs
and SVMs have attracted widespread attention due to the mature
theory background as well as satisfactory analysis performance.
ANNSs for power transformer fault analysis have been shown as
being able to give effective and reliable performance [5], [7].
The detailed studies of ANNs and SVMs for transformer fault
diagnosis are carried out in the following sections.

Due to a number of advantages compared with other types of
ANN:G, including better approximation ability, simpler network
structure, and faster learning speed, radial basis function (RBF)
neural network is continuously increasing its popularity in many
fields. RBF neural network was first proposed in the late 1980s
[10]. Normally, it forms a special architecture, which consists
of three layers, namely input, hidden, and output layer. Each
hidden layer node adopts a radial activated function, and output
nodes implement a weighted sum of hidden unit outputs. The
structure of multi-input and single-output (MISO) RBF neural
network is represented in Fig. 1. Theoretically, RBF neural net-
works can approximate any continuous function defined on a
compact set to any prescribed degree of accuracy by sufficiently
expanding the networks structure [11]. Currently, the majority
of training schemes for RBF neural networks can be classified
as one-phase learning or two-stage training.

1) One-phase learning. With this scheme, the parameters of
hidden layer kernel functions and the output connection
weights are adjusted simultaneously with one objective
function, which is minimization of network output errors.

2) Two-stage training. Two layers of RBF neural network are
trained separately; firstly the parameters of hidden layer
kernel functions are determined in self-organizing manner

0885-8950/$26.00 © 2010 IEEE

Authorized licensed use limited to: LA TROBE UNIVERSITY. Downloaded on August 12,2010 at 13:21:26 UTC from IEEE Xplore. Restrictions apply.



MENG et al.: A SELF-ADAPTIVE RBF NEURAL NETWORK CLASSIFIER FOR TRANSFORMER FAULT ANALYSIS

Fig. 1. Typical MISO RBF neural network structure.

or assigned randomly, followed by the output connection
weights adjusted through various supervised techniques.

However, how to choose suitable network structures has
always been the problem which limits their wider applications.
A small network may never converge or take very long time
to converge, while a large one may converge very fast but lack
generalization ability. How to select the suitable structure for
neural network is still largely built on a trial and error basis.
Consequently, the key element for their further acceptance is to
develop a scheme which is able to automatically generate opti-
mally structured neural networks by any given sample, which
ensures both strong learning and generalization capabilities.
However, one-phase learning scheme requires strong ability
for algorithm itself, due to the difficulties involved in high
dimension optimization problems, therefore comparatively
two-stage training method is preferable.

Normally, in a two-stage training approach for RBF neural
networks, the kernel function centers are determined by clus-
tering approach. The popular clustering techniques are the hard
c-means (HCM) and fuzzy c-means (FCM), which belong to
unsupervised clustering approaches on the basis of computing
distance [12]. FCM is a data clustering technique in which each
data point belongs to a cluster, providing a method that shows
how to group the data that populate multidimensional space into
a specific number of different clusters [13]. It starts with a set
of initial guesses for cluster centers, which are intended to mark
the mean location of each cluster. With these initial cluster cen-
ters, it assigns every data point a membership grade to each
cluster. By iteratively updating the cluster centers as well as the
membership grades for each data point, FCM moves the cluster
centers to the right location within the data set. However, it is
worth noting that the unsupervised clustering algorithms are not
preferable in determining the number of hidden layer clusters,
especially when dealing with complex data distribution. In this
paper, based on FCM, a fuzzy clustering method is adopted.

When it comes to the calculation of output layer connection
weights, existing approaches mainly fall into three categories:
matrix inversion technique [14], gradient-based training method
[15], and global optimization approaches [16], [17]. The matrix
inversion method mainly deals with linear weights optimization
and it often suffers from the “curse of dimensionality” problem
when the network size is very large and sometimes the inverse
matrix does not exist at all. The gradient-based training methods
are quite fast provided that the gradient information of the error
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surface is known; however, most of them often easily fall into
local optima. The global optimization techniques are mainly
the evolutionary algorithms (EAs), such as genetic algorithm
(GA), differential evolution (DE), and particle swarm optimiza-
tion (PSO). They can be used to train neural networks due to
their global optimization capabilities. Although these methods
do not always guarantee discovering the globally optimal so-
lutions in finite time, they often provide reasonably good solu-
tions. GA ensures population evolves and solution changes con-
tinually, however, they often lack a strong capacity of producing
the best offspring individuals and may experience slow conver-
gence when approaching global optimum. DE is with no doubt
a very powerful method, but the greedy updating scheme and
intrinsic differential property may lead the evolution process be
trapped by local optima [18], [19]. PSO converges very quickly,
but has a slow fine-tuning ability of the solution. Once it gets
stuck into local optima, it is very hard to jump off it. Generally
speaking, each approach has its own advantages and drawbacks.
Many attempts try to merge some of their individual implemen-
tations together into a hybrid algorithm to overcome individual
disadvantages and to maximize their various advantages. Com-
pared with other techniques, PSO is computationally inexpen-
sive in terms of memory and speed. The most attractive features
of PSO can be summarized as, simple concept, easy implemen-
tation, fast speed, and robust capability [20]. In this paper, sev-
eral concepts from quantum computing and immunology are
adopted to improve the search capability of conventional PSO,
and then quantum-inspired particle swarm optimization (QPSO)
[21] is introduced.

The paper is organized as follows: after introduction, FCM
and QPSO will be reviewed for completeness, followed by the
detailed steps of proposed approach. Then numerical simula-
tions are presented and this methodology is tested with five
benchmark classification data sets, and power transformer fault
data set. Conclusions and further developments are given in the
last section.

II. CONFIGURATIONS OF RBF NEURAL NETWORK

A. RBF Neural Network Structure

A normal RBF neural network is a fully connected network
with three layers. The performance through the input layer to
the output layer compete the task of classification by dividing
the whole input space into several subspaces in the form of hy-
perellipsoid. Sometimes when the distribution of input data is
very sophisticated, the hyperellipsoid alone cannot deliver sat-
isfactory performance. As a consequence, a composite structure
of RBF neural network is used, shown in Fig. 2, the combination
of hyperellipsoids and hyperplanes is used for partitioning the
input space; therefore, the input space can be flexibly divided
to enhance its classification ability [22]. Clearly, the neural net-
work learning procedure consists of two parts, nonlinear part
and linear part, which will be discussed further in the following
sections.

The given data set is {z;,y; };_,, ; € R® is the input vector
which denotes a pattern to be classified, and y; € {1} is the
associated desired output which denotes relevant class label. A
typical network with k£ + s hidden layer neurons, the output of
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Fig. 2. Hybrid RBF neural network structure.

hidden layer jth Gauss kernel neuron for input vector x; can be
expressed as

_ ||£L_v_]||% 7::1727"'7”
93(”2)_6"1’(_7’ i=12k D

where v; are the kernel centers, and o; is the kernel width.
The output for input vector z; can be calculated by

k s
y(:z:l) = ijgj(zi) + Z Wy T + € 2)
=1

ie=1

where w are the output connection weights, and e; is the output
error bias.

B. Fuzzy C-Means

The number of hidden layer neurons is a major problem for
neural networks, also a matter for experimentation. For some
clustering methods, including FCM, the number of clusters &
needs to be given in advance. Until now there are two main op-
tions: validity measures and compatible clustering merging. In
the former one, samples must be clustered several times, each
time with a different number of clusters, k& € [2, n]. The latter
one starts with a large number of clusters, then proceeding by
gradually merging similar clusters to obtain fewer clusters. Here
k should be large enough so that the nonlinearity of system
could be captured accurately. However, cluster number essen-
tially depends on nonlinear extent of given data sample. When
lacking of enough prior knowledge, trial and error method is
usually used to choose proper value step by step, therefore, the
computation burden is undoubtedly aggravated.

In this paper, based on FCM, a fuzzy clustering approach is
adopted, where we can specify the range of hidden layer neu-
rons. Let z; € R® be the data of patterns represented in feature
space. Start cluster number at k& = n/2, then judge whether
new center should be added according to network performance.
If the result is not satisfactory, choosing a new cluster center
Vi41 from the remaining samples which is different from the
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existed ones [v1,v2, - - -, v;]. Update membership matrix, start
algorithm with new centers. Repeat the above steps until satis-
factory result or maximum neuron k£ < n is reached. Here this
cluster range [n/2,n) is an experience value.

The FCM algorithm performs clustering by solving

n k
Min. Jp,(u,v;2) = Zzuﬁﬂfl‘z — w3 3

i=1 j=1
U= [uji],Uji € [0, 1]

o f . i=1,2,
o Zu]"i:LZuji>07 Jj=12-
= i=1

Step 1) For given data set, fix k € [n/2,n); admissible error
e > 0; initial cluster center vg; fuzzification con-
stant m, which denotes the degree of fuzzification
(1 <m < o). If m — 1, the membership degrees
of any pattern to any cluster tend to be either O or 1,
and approaches hard c-means; on the other hand; if
m — 00, the membership degrees of any pattern to
any cluster tend to be equal to 1/k, thus producing
the highest level of fuzziness. Although no theoret-
ically optimal value has been determined, the most
common choice is m = 2.

Step 2) Calculate u(t) = [u;;(t)]. u;;(t) is the member-
ship value of vector z; to clusters centre v;; d;j; =
||lz; — v;]|, is the Euclidean distance between x; and
v;!

1

EoTaue—n]7=T |
r§1 { [d”' (t_l)} }

Step 3) Calculate v(t). And v = [v1,v2, - - -, vg] is the array
of clusters centers; for V7

ugi(t) = (&)

> [ugi (0] 2

v(t) = - 6)

n
7

é [ (6]

Step 4) If maximum of iterations is reached or stop criterion
|lv(t) — v(t — 1)|| < e is met, then stop; otherwise,
jump to step 2.

Another critical component of kernel-based learning method
is the choice of appropriate cluster radii. Experimentally, it is
often treated as a constant according to the farthest distance be-
tween cluster centers and the number of clusters in a practical
problem to be solved. In this paper, the cluster radii are calcu-
lated by QPSO, together with the output connection weights.

C. Quantum-Inspired Particle Swarm Optimization

QPSO has stronger search ability and quicker convergence
speed since it not only introduces the concepts of quantum bit
and rotation gate, but also the distinguished implementations of
self-adaptive probability selection and chaotic sequences muta-
tion. In QPSO, the state of a particle is depicted by quantum bit
and angle, instead of particle position and velocity in the con-
ventional PSO. These concepts are defined as below.
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Quantum bit, the smallest unit in QPSO, is defined as a pair

of numbers:
gt
Bia(t)]
The modulus |« j;(¢)|? and | 3;: (t)|? give the probabilities that

the quantum bit exists in states “0” and “1”, respectively, which
should satisfy

1727...7m
1,2, ,n. Q)

?

g0 + 18;:(1)]” = 1. ®)

A string of quantum bits consist of a quantum bit individual,
which can be defined as

_ ajl(t)> Jf(t) >ajn(t)
GO =5 ). gt). )
S A ) ST 1) S

A quantum bit is able to represent a linear superposition of all
possible solutions by its probabilistic representations [23]-[25].

Because of the normalization condition, the quantum angle
can be represented as

i = cos6;;(t)]|0) + sin 6;;(¢)|1
{ |9(iz((t))>_ arctan ¥ )<|)> : o 10

Therefore, the quantum bit individual can be represented in
the form of quantum angle:

a;(t) = [gja(t), -, q5i(t), - qjn(t)]
! ! ! !
0;(t) = [0j1(t), -, 05i(t),- -, 05u(D)] - (1n

The fundamental update mechanism of QPSO is evolving
quantum bits and angles, by which the updated quantum bits
should still satisfy the normalization condition. The quantum
rotation gate update equation could be calculated by

AGj(t+1) = w-A8;(t) + ¢ -r1-[Bp(t) — 0;(1)]

+n -2 [Bge(t) — 0,(2)]  (12)
where
©,n cognitive and social components;
71,72 random numbers in (0,1);
w inertia weight;
A@;  angles change;
0, current angles;
0,0 local best angles;
04 global best angles.

[aﬁ(t + 1)] _ {cosAf)ﬁ(t +1)

— sin AHj,L-(t =+ 1) :|
ﬂﬂ( ) sin AHji(t—i- 1)

cos AGj;(t + 1)

<[] o
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Fig. 3. Quantum rotation gate.

And quantum rotation gate can be illustrated in Fig. 3 [23].

Although the quantum bit and rotation gate representation
has better characteristics of population diversity, the premature
convergence problem could still appear. In order to address
this shortcoming, the self-adaptive probability selection and
chaotic sequences mutation are adopted. In the evolutionary
process, we observe the global best individual, suppose it has
not changed for iterations, then two quality discriminators will
be introduced, affinity and concentration. The affinity value
reflects the quality of quantum individual to the problem, and
the concentration indicates the proportion of similar individuals
in current population.

The individual affinity value can be defined as follows. We
calculate the fitness value of every individual in current popula-
tion and rearranged the population in terms of the fitness value
in ascending sequence. The affinity is designed by using loca-
tion index of quantum bit individual.

As [qj (t)]

where r is the random number in (0,1).

The individuals should be returned to their original locations.
The most attractive feature of this definition is that the affinity
value is only relevant to the location index rather than the real
fitness value.

The individual concentration can be defined as

=7r-(1—r)~t (14)

i

K [q;(t),q,(t)]
Cs [qj(t)] =

Ks[q;(t).q,(t)] = {(1)

15)

if ||qj<t)7qa<t)||2 <l

16
otherwise. (16)

Then, a roulette selection is implemented based on the
computed selection probabilities. This allocates every quantum
bit individual a probability of being selected proportionally
according to selection probabilities.

The selection probabilities can be expressed as

] /Cslg; (O]
)] /Cs [a;(1)]}

As [g;(
Z {As [q;(t

Ps [g;(0)] = a7
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Therefore, the quantum bit individuals can be selected ac-
cording to individuals selection probabilities, guaranteeing that
the individuals having high affinity values could be selected; and
the one that has high concentration value could be rejected.

After that, the chaotic sequences mutation is implemented. A
widely used system evidencing chaotic behavior is the logistic
map, which can be expressed as follows:

gt +1) =4g(t) - [1 — g(1)]. (18)
The mutation implementation can be defined as
t
(0 =a0)- 120 (1= )90 a9

Notice that there is a user-defined control variable 7, muta-
tion control constant. Selection of this value largely depends on
practical problem. Here according to our experience, the range
[0.1, 0.5] is a suitable option.

D. Steps of the Proposed Algorithm

The proposed learning scheme for RBF neural networks can
be described as follows.

Step 1) Each data set is randomly and proportionally divided
into three parts (training/validation/testing), which
are selected to evaluate the proposed network per-
formance.

Step 2) Cluster range k € [n/2, n), initial cluster center vg,
admissible error for FCM ¢ > 0; maximum iteration
T = 2000; cognitive and social components ¢ =
1.65 and n = 1.81; inertia weight w = 0.72.

Step 3) Iteratively calculate and update the membership ma-
trix and cluster center matrix in FCM. If the admis-
sible error is reached or maximum iteration is met,
the processes of clustering stop.

Step 4) Calculate output connection weights and cluster radii
by QPSO, and save the best feasible solutions with
training and validation data sets.

In order to compare the performance, the following criteria is
adopted, namely root mean squared error (RMSE):

(20)

where y; is the true value, and ¥; is the network output.
If RMSE cannot reach given accuracy, then let k = k + 1, go
to step 5; otherwise stop the algorithm and jump to step 6.
Step 5) According to the existing membership matrix u,
find new cluster center vector v41 by computing

Min. Z (Ui — ). Q21
1<, 5<k,i#j
Based on the new centers [v1, V2, - - -, Vg, Vgt1], jumps to

step 3.
Step 6) The model that has the minimum error is selected as
the best model; calculate network output results of testing
data.

The general steps are shown in Fig. 4.
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Fig. 4. Flowchart for the proposed approach.

III. BENCHMARK CLASSIFICATION DATA SETS

In order to test the performance of the proposed method, five
benchmark classification data sets are introduced here, namely
fisher iris data set, teaching assistant evaluation data set, thyroid
data set, haberman’s survival data set, and glass identification
data set [26].

1) Given data sets are randomly divided into three parts. The
training part is used in network learning, the validation part
is adopted to prevent over-fitting, and the testing part is
applied to test generalization ability.

2) In order to carry out comparisons, SVM [27], RVM
[28], NEWRB RBF (Con.) [29], QPSO RBF (Hyb.),
FCM-QPSO RBF (Con.), and FCM-SDE RBF (Hyb.) are
also used in the case studies in the following sections; see
Table 1.

3) Note that each approach is typically associated with a few
model parameters that need to be provided before training
for best performance. The parameters of the first three ap-
proaches are optimized by DE [18].

4) In the test, the last four methods are run to get the optimal
hidden node number firstly, and then the remaining 49 trials
are all carried with this structure.

5) For 50 trials in each case study, all the output results are
rounded to the nearest integers.

6) All the programs are run on a 2.13-GHz, Intel Core 2, with
2G RAM PC.

A. Fisher Iris Data Set

The constructed RBF neural network is checked by the fisher
iris data set [30], which includes 150 data with four input fea-
tures and three classes.

In this case study, 75/25/50 vectors are selected randomly for
training/validation/testing, respectively. Based on the data ob-
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TABLE 1
SELECTED APPROACHES FOR COMPARISONS

RBF Neural Network Structure

# Methods - -
Conventional Hybrid
1 SVM - ---
2 RVM - -
3 NEWRB RBF v -
4 QPSO RBF v
5 FCM-SDE RBF - v
6 FCM-QPSO RBF v ---
7 FCM-QPSO RBF --- v
T 1 T T T T T T
Qo 5
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o c
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Fig. 6. Results of FCM-QPSO (Hyb.)—TA evaluation data set.

TABLE III
RESULTS COMPARISON—TA EVALUATION DATA SET

25 # 1 2 3 4 5 6 7
3 TratVa. o) 50 6812 7498 8622 91.82 91.05
s8 Rate (%) . . . ) ) : .
s
S 0033 0060 0038 0.055 0033 0039 [0.030
Trial Number Dev.
Testing 55 19 4984 4427 5043 69.02 6631 [13.69
Fig. 5. Results of FCM-QPSO (Hyb.)—fisher iris data set. Rate (%) ’ ’ ’ ’ ’ ’ -
Std.
Doy, 0:067 0072 0.074 0.072 0.063  0.066
TABLE II Vectors /
RESULTS COMPARISON—FISHER IRIS DATA SET Neurons 96.00 [29.60, 60 65+5 5245 69 48+5
Trial
m " > 3 3 - 3 > Time(s 404 332 B3l 2141 1613 1654 1490
Tra.+Va.
Rate (%) 9794 98.64 9878 97.83 99.64 99.49 [99.73
SS 0.009 0.010 0.008 0.007 0.006 0.006 C. Thyroid Data Set
Tosting =95 14 7800 9664 8944 9584 9380 9656
Rate (%) i : : ‘ > : The thyroid data set [32] is used to check the classification
gtd' 0.024 0.022 0.043 0.022 0.024 0.021 ablllty Of the RBF neul:al netWOrk.. The data set iS used.t(? try
Vecfgfs / to predict whether a patient’s thyroid to the class euthyroidism,
Neurons /490 2250 594 45+4 62 43+4 h}fp}i)glyrc')idismf, or hypertc}llylrloidisrln, which includes 215 data
Trial with five input teatures and three classes.
. 4.40 3.14 165.7 1419 1465 12.96 .
Time (s) In this case study, 130/30/55 vectors are selected randomly

tained through 50 trials, the comparisons of classification per-
formance by selected techniques are represented in Fig. 5 and
Table II.

B. Teaching Assistant Evaluation Data Set

The data consists of the performance evaluations of teaching
assistant assignments at the Statistics Department of the Univer-
sity of Wisconsin-Madison [31], which includes 151 data with
five input features and three classes.

In this case study, 75/25/51 vectors are selected randomly for
training/validation/testing, respectively. Based on the data ob-
tained through 50 trials, the comparisons of classification per-
formance by different approaches are represented in Fig. 6 and
Table III.

for training/validation/testing, respectively. Based on the data
obtained through 50 trials, the comparisons of the classification
performance by different methods are represented in Fig. 7 and
Table IV.

D. Haberman’s Survival Data Set

The Haberman’s survival data set [33] contains cases from
a study conducted at the University of Chicago’s Billings hos-
pital on the survival of patients undergone surgery for breast
cancer, which includes 306 data with three input features and
two classes.

In this case study, 200/36/70 vectors are selected randomly
for training/validation/testing, respectively. Based on the data
obtained through 50 trials, the comparisons of the classification
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TABLE V
RESULTS COMPARISON—HABERMAN’S SURVIVAL DATA SET
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Fig. 7. Results of FCM-QPSO (Hyb.)—thyroid data set.

TABLE IV
RESULTS COMPARISON—THYROID DATA SET

# 1 2 3 4 5 6 7
Tra.+Va.
Raw (v 9242 9604 9705 9600 9766 96.76
Std.

Doy, 0011 0015 0.011 0.025 0.020 0.012
Testing
Ra (v 5785 8727 8269 7820 8781 8120 [88.29
SS‘ 0.040 [0.035 0.045 0.068 0056 0.052 0.054
Vectors /
Nourons 1259 42 116+5 102+5 120 97+5
Trial 603 300 a7 sS40 39.99 3845 36.57
Time (s)
E,\ZO T
:%8 +¢? + * te0¥e. o o *
§%10 Tr:Y ¢ *Tee: Ty 7 e
S
=

o

N
o

Misclassified
(Validation)
=

o

N
o

Misclassified
(Testing)
5

o

o
(&
-
o
-
[$,)

20 25 30
Trial Number

Fig. 8. Results of FCM-QPSO (Hyb.)—Haberman’s survival data set.

performance by different methods are represented in Fig. 8 and
Table V.

E. Glass Identification Data Set

The study of classification of types of glass was motivated by
criminological investigation. This data set totally includes 214
data with nine input features and seven classes [34].

In this case study, 130/30/54 vectors are selected randomly
for training/validation/testing, respectively. Based on the data

# 1 2 3 4 5 6 7
Tra.+Va.
Rate (%) 365 7927 8977 9L12 9550 9588
Sfi‘ 0.014 0.014 0.015 0.018 0.013 0.017
Testing —
Rate (%) 1374 7325 5700 7246 7974 7971 8
S:jv’ 0.055 0.045 0.057 0.065 0.049 0.043 [0.043
Vectors /
Neurons 1017 [19.40] 131  148+3 14043 158  136+3
Trial n
Time (s 1935 31 [Log 1562 84.87 8548 79.30
ko] 20
9 —
2
=
=
e
£ 9
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Fig. 9. Results of FCM-QPSO (Hyb.)—glass identification data set.

obtained through 50 trials, the comparisons of the classification
performance by different methods are represented in Fig. 9 and
Table VI.

F. Results Analysis

1) Note that each approach is typically associated with a
few model parameters that need to be provided before
training for best performance. Specifically, like the SVM
and RVM, the Gaussian kernels and associated parameters
should be provided; in addition, for SVM, the regulariza-
tion parameter should be given. Compared to SVM, RVM
does not need the tuning of a regularization parameter
during training phase. For the normal neural network
training schemes, the number of hidden layer neurons, and
associated parameters need to be fixed in advance. We sug-
gest that in order to get superior computing performance,
these parameters should have problem-oriented values.
Obviously, as is shown in the above tables, we can con-
clude that the proposed method demonstrates superior
performance in classification accuracy, as compared to
other selected alternatives in majority of the cases. It not
only achieves higher training accuracies, but also main-
tains stronger generalization ability. Moreover, with the
hybrid structure, the required hidden layer nodes and the
computation time are reduced accordingly.

2)
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TABLE VI
RESULTS COMPARISON—GLASS IDENTIFICATION DATA SET
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# 1 2 3 4 5 6 7
Tra+Va.
Rate (%) 88.74 8790 90.16 88.68 9221 90.89 [92.91
[s)te‘i' 0.038 0.024 0.034 0.019 0019 0.019
Testing
Rate (%) 5481 50.59 4796 59.82 6833 69.62 [73.81
SS 0.062 0.063 0.062 0.065 0.064 [0.058 0.067
Vectors /
Newrons 1431 65700 84  106+9 92+9 114  86+9
Trial “yso0 259 058 7041 3481 37.59 3475
Time (s)
TABLE VII
POWER TRANSFORMER DATA SET
States Training & Validation Testing
Normal State 5 (4+1) 4
Thermal Heating 25 (20+5) 13
low-energy discharge 5 (4+1) 6
high-energy discharge 15 (12+3) 2
Overall 50 (40+10) 25

3) It can be seen that the first three approaches require much
less time in the case studies, that is because we did not
take into account of the time of parameters optimization. If
the relevant process is added, the computational time will
increase largely, especially for SVM.

4) All these results establish the ground of further application
of the proposed methods for power transformer fault anal-
ysis.

IV. POWER TRANSFORMER FAULT ANALYSIS
SIMULATION EXAMPLES

In power transformer fault identification, four types of states
need to be identified, including normal state, thermal heating,
low-energy discharge, and high-energy discharge. When ab-
normal phenomena such as overheating occur, the insulating
transformer oil will degrade and produce many byproducts. The
ratios of these combustible gases, Ho, CHy, CoHo, CoHy, and
C2Hg, are closely related to the fault types. The pattern, degree,
and trend of abnormality can be determined by monitoring the
concentrations and growth of these combustible gases.

A. Power Transformer Data Set

The 75 sets of historical data of one power transformer are
collected for case studies [9]. The data samples are then divided
into two parts: training and validation sample (50 data set), and
testing sample (25 data set). In the case studies, 40/10 data are
selected from data sample for training/validation, respectively.
The specific data set information is summarized in Table VII.

B. Single Classifier

Through principal component analysis (PCA) [35], we can
clearly see the data distribution, shown in Fig. 10.
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Fig. 10. Principal component projection map.
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Fig. 11. Results of FCM-QPSO (Hyb.)—power transformer fault data.

From the principal component projection distribution map, it
can be observed that the normal state data sparse scatter among
the other data samples, which cannot easily be distinguished.
And several low-energy data points distribute within the high-
energy discharge data area, which may cause difficulties in clas-
sification. But the thermal heating data and the high-energy dis-
charge data can readily be classified.

Based on the data obtained through 50 trials, the compar-
isons of the performance by different methods are represented
in Fig. 11 and Table VIIIL.

In order to test the robustness of the proposed algorithm, 5%
Gaussian distribution random noise was added to the original
data sample. Based on the data obtained through 50 trials, the
comparisons of the performance by different approaches are
represented in Fig. 12 and Table IX.

The testing result shows that RBF neural network can still
classify the testing samples effectively compared with the other
methods. Although it does not reach the best results among all
the approaches, it balances the training and testing accuracy.

C. Cascade Classifiers

In the case study, cascade classifiers is introduced, which was
proposed in [9]. Based on the characteristics of different faults,
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TABLE VIII
RESULTS COMPARISON—POWER TRANSFORMER FAULT DATA SET

Tra.+Va.

Rate (%) 8600 98.000 90.00 90.80 9538 93.95 96.30
Sg’ 0.000 [0.000] 0.000 0.030 0.028 0.029 0.029

Testing _

Rate (%) 82.00 76.00 60.00 7240 79.84 76.56 [82.64
S: 0.000) 0.000 0.000 0.095 0.085 0.088 0.082

Vectors /

Neurons 40 @I 30 32+5  29+5 35 29+5
Trial

Time(s) 066 102 1104 715 730 712
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Fig. 12. Results of FCM-QPSO (Hyb.)—power transformer data with noise.

TABLE IX
RESULTS COMPARISON—POWER TRANSFORMER FAULT DATA SET WITH NOISE

# 1 2 3 4 5 o -
TratVa. o308 9416 90.04 8920 9374 92.94 [96.09
Rate (%)

Szdv 0.041 0.028 0.037 0.033 0.040 0.034
Testing g
Rate (%) 73.60  56.80 7242 7544 7536 76.72
ngv 0.030) 0.051 0103 0.144 0.121 0.120 0.117
Vectors /
Neurons 36.90 [25.00] 29 36+5  31+5 36 31+5
Trial ©os4 102 paz 1168 723 764 706
Time (s)

three single models are developed to identify the four types of
faults, respectively. The structure of these cascade classifiers is
represented in Fig. 13.

From Fig. 14, it can be observed that the principal compo-
nent data congregate around the neighborhood of the coordi-
nate origin, which is the normal principal component projection
region. Meanwhile, the other data deviate far from the normal
sample and can readily be classified.

Based on the data obtained through 50 trials, the comparisons
of the testing performance by different approaches are given in
Table X.
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TABLE X
RESULTS COMPARISON—POWER TRANSFORMER FAULT ANALYSIS

m 1 2 3 4 5 6 7
Classifier

41 5856 8928 8936 90.00 9408 9392
C;a‘zss(i,f;r 99.24 9942 99.52  99.33  99.62  99.62
Classifier ¢) 50 8225 8275 8350 8625 8625
#3 (%)

I\?;*;“ 90.10  90.32 90.54 90.94 9332 93.26

0

D. Results Analysis

As shown in the results, we can conclude that the proposed
training method for RBF network overcomes the blindness in
choosing suitable neural network structure and in determining
the centers and radii of radial basis function. Contrary to the
most standard RBF neural network learning methods, where the
network structure is selected by a time consuming trial and error
procedure, the RBF neural network structure can be automati-
cally determined for any given data by this proposed algorithm.

Although the proposed neural network training algorithm
needs more time in learning, obviously the RBF neural network
optimized by this method ensures the overall generation ability.
The application of this hybrid RBF neural network structure not
only results in less training time but also better generalization
ability. The promising classification ability on the benchmark
data sets illustrated the efficiency of the proposed method.

However, each approach has its own merits and drawbacks.
Although in the SVM and RVM, the number of support vectors
(SV) or relevance vectors (RV), are determined automatically,
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there are still some parameters are need to provided in advance.
Furthermore, in order to get superior computing performance,
these parameters should have problem-oriented values.

The drawback of the proposed scheme is the computational
speed, because of long selection procedure for suitable number
of hidden layer nodes. There are three options to improve the
computational speed. 1) Try to reduce the range of hidden layer
neurons; 2) Compute the kernel function width with effective
mathematical methods, like the nelder-mead simplex method or
maximum likelihood method; 3) Faster EAs can be designed to
accelerate the optimization process.

V. CONCLUSION

This paper has presented a self-adaptive RBF neural
network-based DGA methods for power transformer fault diag-
nosis. The proposed learning approach is able to generate RBF
neural network models based on specially designed FCM and
QPSO, which can auto-configure the structure of networks and
obtain the model parameters. The availability of this method
is proved by applying RBF neural network in classification
of five famous benchmark data sets, and power transformer
history faults dataset. The result suggests that the proposed
training algorithms have good performance on data clustering,
improving stability and generalization ability of RBF neural
networks. The promising neural network performance on the
validation data sets illustrates the improved accuracy of the
proposed method when compared to the other alternatives and
showed that it could be used as a reliable tool for transformer
fault analysis.
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